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ABSTRACT

This paper presents a method for the cooperative formation control of a group of underactuated USVs. The problem 
of formation control is first converted to one of stabilisation control of the tracking errors of the follower USVs using 
system state transformation design. The followers must keep a fixed distance from the leader USV and a specific heading 
angle in order to maintain a certain type of formation. A global differential homeomorphism transformation is then 
designed to create a tracking error system for the follower USVs, in order to simplify the description of the control system. 
This makes the complex formation control system easy to analyse, and allows it to be decomposed into a cascaded 
system. In addition, several intermediate state variables and virtual control laws are designed based on nonlinear 
backstepping, and actual control algorithms for the follower USVs to control the surge force and yaw moment are 
presented. A global system that can ensure uniform asymptotic stability of the USVs’ cooperative formation control is 
achieved by combining Lyapunov stability theory and cascade system theory. Finally, several simulation experiments 
are carried out to verify the validity, stability and reliability of our cooperative formation control method.

Keywords: unmanned surface vehicle (USV),cooperative formation control,underactuated system,nonlinear backstepping,cascade system 
theory

INTRODUCTION

An unmanned surface vehicle (USV) is an intelligent 
autonomous surface vessel, of a type that has played an 
indispensable role in several fields such as science, economics 
and the military [1-3]. The problem of cooperative formation 
tracking control of multiple USVs has attracted increasing 
amounts attention from researchers from all over the world 
over recent years, since a team of USVs working together is often 
more effective than a single vehicle for challenging missions 
such as surveillance, hydrographic surveys, autonomous 
exploration of ocean resources, reconnaissance, rescue 
operations and perimeter security [4-6]. It is well-known 
that the control system of an USV is generally underactuated, 

since the number of control inputs is less than the degrees of 
freedom and there is an unintegrable acceleration constraint 
on the system. Kinematic and dynamic models of cooperative 
formation tracking for USVs are highly nonlinear and coupled 
[7-10]; this means that classic linear methodologies cannot be 
applied, and more advanced methods need to be developed 
to achieve cooperative formation tracking control of USVs. 

Several exploratory algorithms have been proposed for 
this problem. A leader-follower formation tracking control 
algorithm was presented for an underactuated USV in [2, 
11], in which a radial basis function neural network and 
adaptive robust control techniques were adopted to preserve 
the robustness of the controller against unmodelled dynamics 
and environmental disturbances induced by waves and ocean 
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currents. Another control strategy was proposed in [12], in 
which each follower was designed to track a virtual vehicle 
and the formation control problem was transformed into a set 
of position (including heading) tracking problems. In [13], 
cooperative formation control was formulated as an adaptive 
feedback control problem for a line of sight (LOS)-based 
configuration of a leader and a follower, and asymmetric 
barrier Lyapunov functions were used in the design of the 
controller to account for time-varying constraints on the LOS 
and bearing angle. An approach based on model prediction 
control was proposed in [14] to address the vessel train 
formation problem. This method considered cooperative 
collision avoidance and the grouping of vessels, and a single-
layer serial iterative architecture was adopted to reduce the 
communication requirements and ensure robustness against 
failure. The leader-follower formation control problem for 
USVs with unknown nonlinear dynamics and actuator 
faults was addressed in [15], and a low-complexity prescribed 
performance controller was proposed without the help of 
auxiliary neural/fuzzy systems or adaptive mechanisms. The 
authors of [16] explored the problem of finite-time extended 
state observer-based distributed formation control for 
USVs with input saturation and external disturbances, and 
a novel finite-time extended state observer was proposed to 
estimate the unavailable velocity measurements and external 
disturbances. A novel nonlinear sliding mode control method 
for dealing with the formation control of underactuated 
ships was presented in [17], in which the state space of 
the system was partitioned into two regions, and in [18], 
the dynamic equations for the position and attitude were 
analysed using a coordinate transformation with the aid of 
the backstepping technique. In [19], the platoon formation 
control problem for USVs in the presence of modelling 
uncertainties and time-varying external disturbances was 
studied, and performance guarantees were enforced in the 
control design to provide transient performance specifications 
for formation errors, including errors related to the LOS range 
and angle. A novel robust adaptive formation control scheme 
based on a minimal learning parameter (MLP) algorithm 
and a disturbance observer (DOB) was presented in [20], 
and a novel disturbance rejection control was designed in 
[21] that took into account the disturbance caused by the 
formation adjustment among ships. A system for motion 
planning, collision avoidance, guidance and control for 
a formation of autonomous surface vehicles navigating in 
a complex marine environment was presented in [6]; the 
motion planning unit was based on an angle-guidance fast-
marching square method, while the control unit is composed 
of a PID heading controller and a speed controller. The authors 
of [4] presented a coordinated tracking strategy with swarm 
centre identification, self-organised aggregation, collision 
avoidance and a distributed controller design for multiple 
USVs, while an adaptive observer based on a neural network 
was designed to estimate the velocity information of USVs 
in [22]. Decentralised finite time formation control of 
underactuated USVs in the presence of model uncertainty and 
environmental disturbance was addressed in [23], and in [24], 

the authors presented an approach for the distributed time-
varying formation control of a swarm of underactuated USVs 
subject to unknown input gains, model uncertainties and 
ocean disturbances. A robust control scheme was developed 
for the time-varying formation of multiple underactuated 
autonomous underwater vehicles (AUVs) with environment 
disturbances and input saturation in [25]. A new robust model 
predictive control (MPC) algorithm for trajectory tracking 
of an autonomous surface vehicle (ASV) in the presence of 
time-varying external disturbances was proposed in [5], and 
a high-performance super-twisting sliding mode control 
method for a maritime autonomous surface ship (MASS) 
using approximate dynamic programming (ADP)-based 
adaptive gains and time delay estimation was presented in 
[26]. Although MPC is a superior method for motion control 
of a ship, especially when the model is unknown, the design 
process of constraint conditions is strict and the calculation 
of the system is complex in some cases. 

Despite the multitude of research results in the literature on 
the cooperative formation control of USVs, the design process 
of the controller is often too complicated for calculation 
and analysis, and the performance of the controller needs 
to be further improved. In this paper, we present innovative 
work on the transformation of the cooperative formation 
control problem, and propose some design ideas for 
maintaining a formation and applying control methods 
and stability theories. Compared with existing studies, the 
main contributions of this paper can be summarised as 
follows: (i) we present a novel description of the cooperative 
formation control problem for a group of USVs, in which the 
desired positions and attitude angles of the follower USVs are 
transformed into intermediate variables that can help in the 
design of the controller; (ii) we design a new kind of global 
differential homeomorphism transformation for the tracking 
error system of the follower USVs, which simplifies the 
description of the control system, thus making the complex 
formation control system easy to analyse and allowing it to 
be decomposed into a cascaded system; (iii) we propose an 
improved controller for the cooperative formation control of 
a group of underactuated USVs by combining a backstepping 
technique with Lyapunov’s direct method and cascade system 
theory, and devise some intermediate state variables and 
virtual control laws for the design process of the control 
algorithm. 

PROBLEM FORMULATION

A. USV MODELING

When designing a cooperative formation controller for 
a group of underactuated USVs, mathematical models are 
used, including kinematic and dynamic models, which can 
be expressed as follows [27]:
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where 1, =1, ...,j k k N= +     . This means that there is one leader 
USV and N follower USVs in this group. jx  and jy  denote the 
position coordinates of each USV in the earth-fixed frame; 

jϕ is the heading angle; ju , jv and jr  represent the velocity 
vectors for each USV in the surge, sway and yaw directions 
in the body-fixed frame, respectively. The surge force ujτ and 
the yaw moment rjτ are considered as control inputs which 
drive the USV to move. 11 jm , 22 jm , 33 jm  express the inertia 
coefficients of the USV, including added mass effects, and 

11 jd , 22 jd , 33 jd represent hydrodynamic damping coefficients.

B. PROBLEM FORMULATION

y

xo

Fi

Follower-i

Leader

Follower-i+1

lϕ

if
x

ixl

iyl

if
ϕ

1if
x

+

1if
y

+

if
y

iL iθ

1if
ϕ

+

1iθ +

1iL +

1iyl +

1ixl +

Fi+1

Ol

lx

ly

x

x

x

Fig. 1 Cooperative formation control of USVs based on a leader-follower 
scheme

The cooperative formation control of a group of USVs 
using a leader-follower approach is illustrated in Fig. 1, which 
shows one leader and two followers. As we can see from the 
figure, { }l l lx o y denotes the body-fixed frame of the leader 
USV, while { }

i if i fx F y and
1 11{ }

i if i fx F y
+ ++ represent the body-fixed 

frames of the two follower USVs, and lϕ ,
if

ϕ ,
1if

ϕ
+

indicate 
their heading angles. All of the headings are defined in the 
same direction, with a rotation from the earth-fixed frame 
to the body-fixed frame; the clockwise direction is negative, 
and the counterclockwise direction is positive. The leader-
follower scheme for cooperative formation control of the USVs 
can then be formulated as follows: if the distance between 
each follower i and the leader iL , and the angle iθ  between 
the lines l lo x and l io F  shown in Fig. 1, can be kept to certain 

values, then the follower and the leader will sail in a specific 
formation, and cooperative formation control is achieved.

We assume that the desired trajectory, heading angle 
and velocities of the leader USV can be expressed as 
{ , , , , }ld ld ld ld ld ldx y u v rϕ   ,  , while the desired state of the follower 
USV can be represented as { , , , , }

i i i i i if d f d f d f d f d f dx y u v rϕ   ,  . From the 
geometric description in Fig. 1, we can deduce the following 
mathematical expression, in which the heading angles are 
defined in the range from π−  to π , and the positions of the 
leader USV and the follower USVs can be arbitrarily chosen 
according to the requirements of the task:
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We can see that iL and the angle iθ  should be kept at certain 
values, and this also means that , ,

i ix y il l ϕ  need to be maintained 
in a specific state. The desired outcome can be expressed as 

, ,
i ix d y d idl l ϕ   . We then obtain the following equations, which 

express the desired stable positional relationship between 
the leader and follower USVs when USVs’ formation control 
has been realised:
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The following expressions can be obtained from a system 
state transformation:
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In order to keep the overall formation of the USVs in 
line with the expected form, the real state variables for the 
leader USV, such as its position, heading angle and velocities
{ , , , , }l l l l l lx y u v rϕ   ,  , are used as a reference for the desired values 
{ , , , , }ld ld ld ld ld ldx y u v rϕ   ,  . To achieve overall cooperative formation 
control, the desired position and heading angle of follower i 
can be described as follows, i.e. the desired state of the follower 
USVs that will be used in the actual formation tracking 
control process:
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Taking derivatives of both sides of the above equations 
and applying a mathematical conversion gives:
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The desired velocities of a follower i can be expressed as:
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In this way, the problem of formation control of the 
underactuated USVs can be converted to the problem of 
designing control inputs ( , )ui riτ τ  for each individual follower 
USV. This can help in achieving the following goal:
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→∞
− = (8)

where [ , , , , , ]
i i i i i ii f f f f f fx y u v rη ϕ=  are the real state variables of 

the follower USV i, including its position, heading angle 
and velocities, while [ , , , , , ]

i i i i i iid f d f d f d f d f d f dx y u v rη ϕ= represent the 
desired state variables of the USV, as shown below:

cos sin

sin cos

sin cos cos sin

cos sin sin cos

i i i

i i i

i

i i i

i i i

i i

f d x d l y d l l

f d x d l y d l l

f d id l

f d l x d id l y d id l id l id

f d l x d id l y d id l id l id

f d f d

x l l x

y l l y

u r l r l u v

v r l r l u v

r

ϕ ϕ

ϕ ϕ

ϕ ϕ ϕ

ϕ ϕ ϕ ϕ

ϕ ϕ ϕ ϕ

ϕ

= − +


= + +
 = +
 = − + +
 = + − +
 = 

(9)

CONTROLLER DESIGN

In this section, a cooperative formation control algorithm 
is proposed for underactuated USVs based on nonlinear 
backstepping and cascade system theory. The main process 
of this algorithm is illustrated in Fig. 2. 
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Fig. 2. Main process of the controller algorithm

The expected tracking state information for the follower 
USV can be obtained based on the state information for the 
leader USV and the desired formation. The intermediate 
variables can then be designed and the tracking errors 
obtained, and the model of the cooperative formation control 
error system can be established. Finally, the control algorithm 
is designed based on nonlinear backstepping and cascade 
system theory.

A. GLOBAL DIFFERENTIAL HOMEOMORPHISM 
TRANSFORMATION DESIGN

In order to create a better description and to carry out 
an analysis of the state variables of the follower USV, the 
following differential homeomorphic intermediate state 
variables , 1, ..., 6

infz n =    are proposed based on the kinematics 
and dynamics equations expressed in (1). The main goal is 
to transform the system into a form that can be expressed 
as a cascading system.
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expressions:
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Using equations (14) and (16), the virtual intermediate 
control input variables, 1 if

f  and 2 if
f , can be expressed as 

follows:
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Based on the above design and analysis, our mathematical 
model of the USVs can be converted into the following form, 
which is differentially homeomorphic with the system 
expressed in (1):
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f f

f f

f f f f f f f f f

f f

z d z m d z m z z m z z d

z z z

z z

z f

z d z z z m d z m

z f

= − − + −


=
 =
 =
 = + −
 =













(18)

B. DEVELOPING THE TRACKING ERROR SYSTEM

The expected trajectory of the follower USV i described 
in (9) also needs to comply with the kinematic and dynamic 
expressions in (1), since otherwise the required trajectory will 
not be followed. The desired state variables and control inputs 
of follower i described in (9), namely ( , , , , , )

i i i i i if d f d f d f d f d f dx y u v rϕ
and ( , )

i iuf d rf dτ τ , could be similarly transformed to , 1, ..., 6
inf dz n =   

and 1 2( , )
i if d f df f as shown in expressions (10) and (17). Thus, the 

desired trajectory of the follower i can be expressed as follows:

1 22 1 11 22 4 11 2 6 22 5 6 22

2 4 6

3 6

4 1

5 22 4 1 6 22 22 5 22

6 2

/ / /

( ) / /

i i i i i i i i i i i i i

i i i

i i

i i

i i i i i i i i i

i i

f d f f d f f f d f f d f d f f d f d f

f d f d f d

f d f d

f d f d

f d f f d f d f d f f f d f

f d f d

z d z m d z m z z m z z d

z z z

z z

z f

z d z z z m d z m

z f

= − − + −


=
 =
 =
 = + −
 =













(19)

where: 
1 11 22 22 1 4 11 2 6 22 5 6 22

2

/ ( ) / /
i i i i i i i i i i i i i i

i i

f d f f d f f f d f d f f d f d f f d f d f

f d f d

f m u d d z z m z z m z z d

f r

= − + + − +
 =





We define the following cooperative formation tracking 
control error variables for follower i:

, 1, ..., 6
i i inf nf nf de z z n= −   =   (20)

Differentiation and analysis of the error variables in (20) 
leads to the following equations for the  cooperative formation 
tracking control error system:

1 22 1 11 22 4 11 2 6 2 6 6 2 22 5 6 5 6 6 5 22

2 4 6 4 6 6 4

3 6

4 1 1

5 22 4 6 4 6

/ / ( ) ( ) /

(

i i i i i i i i i i i i i i i i i i i i i

i i i i i i i

i i

i i i

i i i i i i

f f f f f f f f f f f d f f d f f f f f d f f d f

f f f f f d f f d

f f

f f f d

f f f f f f

e d e m d e m e e e z e z m e e e z e z d

e e e e z e z

e e

e f f

e d e e e z

= − − + + + − + +

= + +

=

= −

= +









 6 4 1 6 1 6 6 1 22 22 5 22

6 2 2

) / /
i i i i i i i i i i i

i i i

d f f d f f f f d i f d f f f f

f f f d

e z e e e z e z m d e m

e f f








 + + + + −
 = − 

(21)

This means that if the cooperative formation-tracking 
control error system mentioned above can be stabilised 
globally and asymptotically, we can achieve stable cooperative 
formation control of the USVs. The error system can be 
decomposed into the cascading system shown in (22) and (23):

22 22 22 22
1 4 2 6 5 6 2 2

1 11 11 22

2 4 6

4 1 1

5 22 22
5 4 6 1 6

22 22

0

( )

i i i

i i i i i i i i

i i i i

i i i

i i i

i i i

i i i i i

i i

f f f f
f f f f d f f d f f d

f f f f

f f f d

f f f d

f f f
f f f d f f d

f f

d d m m
e e e z e z e z

e m m d

e e z

e f f

e d d
e e z e z

m m

 
− − + − + − 

   
   
   = +     −   
     − + + 

 









5 5
22

34 4

6

22
4 4 1 1

22

( )

0
0 0
0

( )

i

i i

i

ii i

i

i

i i i i

i

f f d
f

ff f d

f

f
f f d f f d

f

e z
d

ee z
e

d
e z e z

m

 
+ 

 
   +   
     
 + + + 
 

(22)

3 6

6 2 2

i i

i i i

f f

f f f d

e e

e f f
   

=   
−      




(23)

C. DESIGN OF A CONTROL LAW FOR 1 if
f

Based on the system of equations in (22), we first take the 
system in (24):

1 22 1 11 22 4 11 2 6 22 5 6 22

2 4 6

4 1 1

5 22 5 22 22 4 6 1 6 22

/ / /

/ ( ) /

i i i i i i i i i i i i i

i i i

i i i

i i i i i i i i i i

f f f f f f f f f d f f f d f

f f f d

f f f d

f f f f f f f d f f d f

e d e m d e m e z m e z d

e e z

e f f

e d e m d e z e z m

− − + −   
   
   

=   −   
   − + +   









(24)

We then design the following virtual input variable 4 if
e

for 4 if
e as follows:

4 1 1 2 6 2 3 6 5i i i i i i i i if f f f f d f f f d fe k e k z e k z e= − − (25)

where 1 if
k , 2 if

k and 3 if
k are all positive definite parameters.
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We define the virtual input variable error between 4 if
e

and 4 if
e  as

if
∆ : 

4 4i i if f fe e∆ = −  (26)

Differentiating the error variable in (26) yields:

4 4 1 1 1 1 2 6 2 2 6 2 3 6 5 3 6 5( )
i i i i i i i i i i i i i i i i i if f f f f d f f f f d f f f d i f f d f f f d fe e f f k e k z e k z e k z e k z e∆ = − = − − − − − −      

(27)

Combining expressions (24), (25), (26) and (27) gives the 
following new error system:

1 22 1 1 11 2 22 11 2 6 3 22 11 22 22 5 6 22 11

2 2
2 2 6 2 1 6 1 3 6 5 6

1 1 1 1 2

(1 ) / ( / 1) ( / / ) /

(

i i i i i i i i i i i i i i i i i i i i

i i i i i i i i i i i

i i i i

f f f f f f f f f f d f f f f f f f d f f f

f f f d f f f d f f i d f f d f

f f i d f f f

e d k e m k d m e z k d m m d e z d m

e k z e k z e k z e z

f f k e k

= − + + + + − − ∆

= − + − + ∆

∆ = − − −





  6 2 2 6 2 3 6 5 3 6 5

2 2
5 22 3 6 5 22 22 1 1 6 22 22 2 6 2 22 22 6 22

)

(1 ) / (1 ) / / /
i i i i i i i i i i i i

i i i i i i i i i i i i i i i i i i i i

f d f f f d f f f d f f f d f

f f f f d f f f f f f d f f f f d f f f f d f f

z e k z e k z e k z e

e d k z e m d k e z m d k z e m d z m






− − −
 = − + + + − + ∆

  



(28)

A candidate Lyapunov function for the system in (28) 
could be designed as follows:

2 2 2 2
1 1 1 2 2 3 5

1 1 1 1
2 2 2 2i i i i i i i if f f f f f f fV e e eλ λ λ= + + ∆ + (29)

where 1 if
λ , 2 if

λ and 3 if
λ are all positive definite parameters. 

Differentiation of the Lyapunov function in (29) gives:

1 1 1 1 2 2 2 3 5 5

2
1 22 1 1 11 1 2 22 11 6 1 2 1 3 22 11 22 22

6 1 5 1 22 1 11 2 2

(1 ) / ( / 1) ( / / )

/

i i i i i i i i i i i i

i i i i i i i i i i i i i i i i i i

i i i i i i i i i

f f f f f f f f f f f f

f f f f f f f f f f d f f f f f f f f

f d f f f f f f f f

V e e e e e e

d k e m k d m z e e k d m m d

z e e d e m k

λ λ λ

λ λ λ

λ λ

= + + ∆ ∆ +

= − + + + + − ×

− ∆ −

   

2 2 2
6 2 1 2 6 1 2 3 2 6 2 5 2 6

2 1 1 1 1 2 6 2 2 6 2 3 6 5 3 6 5 3 22

2 2
3 6 5 22

[ ( )] (1

) / +

i i i i i i i i i i i i i i i

i i i i i i i i i i i i i i i i i i i i i

i i i i

f f d f f f f d f f f f f d f f f f d

f f f f f d f f f f d f f f d f f f d f f f d f f f

f f d f f

z e k z e e k z e e z

e f f k e k z e k z e k z e k z e d

k z e m

λ λ λ

λ

+ − + ×

∆ + ∆ − − − − − − − +   

6

2
3 22 1 6 1 5 22 3 2 22 6 2 5 22 3 22 6

5 22

2 2 2 2 2
1 22 1 1 11 2 2 6 2 3 22 3 5 22 1 2 22

(1 ) / /

/

(1 ) / (1 ) / [ ( /

i i i i i i i i i i i i i i i i i i

i i

i i i i i i i i i i i i i d i i i i i

f f f f d f f f f f f f d f f f f f f d f

f f

f f f f f f f f d f f f f f f f f f

d k z e e m k d z e e m d z

e m

d k e m k z e d k z e m k d

λ λ λ

λ λ λ λ

+ − + ∆ ×

= − + − − + + 11

6 1 2 6 1 2 1 3 22 11 22 22 6 22 3 1 6 22 1

2 2
5 3 2 6 3 2 22 6 22 2 5 1 1 1 1 2 6

1) ] [ ( / / ) (1 ) / ]

( / ) [ (

i

i i i i i i i i i i i i i i i i i i i

i i i i i i i i i i i i i i i i

f

f d f f f d f f f f f f f f f d f f f f d f f

f f f d f f f f d f f f f f f d f f f f

m

z k z e e k d m m d z d k z m e

e k z k d z m e e f f k e k z

λ λ λ

λ λ

+

+ + − + + ×

+ − − + ∆ − − −  2 2 6

2 3 6 5 3 6 5 1 22 1 11 2 6 2 3 22 6 5 22) / + / ]
i i i i

i i i i i i i i i i i i i i i i i i i

d f f f d

f f f d f f f d f f f f f f f d f f f f d f f

e k z

e k z e k z e d e m z e d z e mλ λ λ

− ×

− − − + 

(30)

According to the expression in (30), a control law for 1 if
f

can be proposed as follows:

61 1 1 1 2 2 2 6 2 3 6 5 3 6 5 1 22 1 11

2 6 2 3 22 6 5 22 4

( ) /

/
i i i i i i i i i i i i i i i i i i i i

i i i i i i i i i i

f f d f f f f d f f f d f f f d f f f d f f f f f

f f d f f f f d f f f f

f f k e k z e k z e k z e k z e d e m

z e d z e m k

λ

λ λ

= + − − − − + −

− − ∆

   

(31)

where 4 if
k are all positive definite parameters and 1 if df  is as 

shown in (19).

D. DESIGN OF A CONTROL LAW FOR 2 if
f

According to the system of equations in (23), the virtual 
input variable 6 if

e for 6 if
e can be designed as follows:

6 5 3i i if f fe k e= − (32)

where 5 if
k are all positive definite parameters. We define the 

virtual input variable error between 6 if
e and 6 if

e as
if

Θ :

6 6i i if f fe eΘ = −  (33)

Differentiation of the error variable in (33) yields:

6 6 2 2 6i i i i i if f f f f d fe e f f eΘ = − = − −     (34)

Combining expressions (23), (32), (33) and (34) gives the 
following new error system:

3 6 5 3

2 2 6

i i i i

i i i i

f e f f f

f f f d f

e e k e

f f e

= −


Θ = − −



 
(35)

A candidate Lyapunov function for the system in (35) 
could be designed as follows:

2 2
2 6 3

1 1
2 2i i i if f f fV k e= + Θ (36)

where 6 if
k are all positive definite parameters. Differentiation 

of the Lyapunov function in (36) leads to:

2 6 3 3

6 3 5 3 2 2 6

2
5 6 3 2 2 6 6 3

( ) ( )

( )

i i i i i i

i i i i i i i i i

i i i i i i i i i

f f f f f f

f f f f f f f f d f

f f f f f f d f f f

V k e e

k e k e f f e

k k e f f e k e

= + Θ Θ

= Θ − + Θ − −

= − + Θ − − +

 





(37)

Based on the expression for 2 if
V in (37), a control law for

2 if
f can be proposed as follows:

2 7 2 6 6 3

7 5 3 5 3 6 3 2

7 6 7 5 3 5 3 2

( )

( )

i i i i i i i

i i i i i i i i i

i i i i i i i i i

f f f f d f f f

f f f f f f f f f d

f f f f f f f f f d

f k f e k e

k k e k e k e f

k k k k e k e f

= − Θ + + −

= − Θ + − − +

= − Θ − + − +






(38)

where 7 if
k  are all positive definite parameters and 2 if df is as 

shown in (19).

STABILITY ANALYSIS

A. STABILITY THEORIES

In order to better describe the stability analysis process 
of the control algorithm presented here, the following two 
classic stability analysis theories are applied.

Theorem 1[28] Consider the system:
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1

2

( , ) ( , , )
( , )

x f t x g t x y y
y f t y

= +
 =




(39)

where nx IR∈ , my IR∈ , 1( , )f t x is continuously differentiable 
with respect to ( , )t x and 2 ( , )f t y , ( , , )g t x y are continuous in 
their arguments and are locally Lipschitz in y and ( , )x y
respectively. We can view the system in (39) as:

1( , )x f t x= (40)

which is perturbed by the output of the system:

2 ( , )y f t y= (41)

The cascaded system in (39) is globally uniformly 
asymptotically stable (GUAS) if the following three 
assumptions hold:

Assumption 1: The system (40) is GUAS and there exists a 
continuously differentiable function ( , ) : 0 nV t x IR IR IR≥ × →  
that satisfies: 

1

( ) ( , )

( , ) 0, || ||

|| || ( , ), || ||

W x V t x
V V f t x x
t x
V x cV t x x
x

η

η

≤
∂ ∂ + ⋅ ≤ ∀ ≥

∂ ∂
 ∂ ≤ ∀ ≥

∂

(42)

where ( )W x is a positive definite proper function and 0c >  
and 0η >  are constants. 

Assumption 2: For all 0t t> , the function ( , , )g t x y satisfies 

1 2|| ( , , )|| (|| ||) (|| ||) || ||g t x y y y xθ θ≤ + (43)

where 1 2 0 0, : IR IRθ θ ≥ ≥→  are continuous functions.

Assumption 3: The system (41) is GUAS and for all 0 0t ≥ ,

0
0 0 0|| ( , , ( ))|| (|| ( ) ||)

t
y t t y t dt y tκ

∞
≤∫ (44)

where the function ( )κ � is a class κ function.

Theorem 2[29] Consider the nonautonomous system

( , )x f t x= (45)

where :[0, ) nf D R∞ × → is piecewise continuous in t and is 
locally Lipschitz in x on [0, ) D∞ × , and nD R⊂ is a domain that 
contains the origin 0x = . The origin is an equilibrium point 
for (45) at 0t = if ( ,0) 0 0f t t=  ∀ ≥， . Let 0x = be an equilibrium 

point for (45) and let nD R⊂ be a domain containing . 
Let :[0, )V D R∞ × → be a continuously differentiable function 
such that

1 2

3

|| || ( , ) || ||
0,

( , ) || ||

a a

a

k x V t x k x
t x DV V f t x k x

t x

 ≤ ≤
    ∀ ≥  ∀ ∈∂ ∂

+ ≤ − ∂ ∂
(46)

where 1k , 2k , 3k and are positive constants. 

Then 0x = is exponentially stable. If these assumptions hold 
globally, then it is globally exponentially stable.

B. STABILITY ANALYSIS

By combining the expressions (22), (23), (25), (26) and (27), 
the following system can be derived:

1

2

( , ) ( , , )

( , )
i i i i i i i

i i i

f f f f f f f

f f f

f t g t

f t

=  +   
 =  

x x x y y

y y




(47)

where 1 2 5[ , , , ]
i i i i if f f f fe e e Τ=   ∆  x , 3 6[ , ]

i i if f fe e Τ=  y , and
1 22 1 1 11 2 22 11 2 6 3 22 11 22 22 5 6 22 11

2 2
2 6 2 1 6 1 3 6 5 6 1 1 1 1

( , ) [ (1 ) / ( / 1) ( / / ) / ,

, (
i i i i i i i i i i i i i i i i i i i i i

i i i i i i i i i i i i

f f f f f f f f f f f d f f f f f f f d f f f

f f d f f f d f f i d f f d f f i d f f

f t d k e m k d m e z k d m m d e z d m

k z e k z e k z e z f f k e

 = − + + + + − − ∆    

− + − + ∆    − −

x

 2 6 2 2 6 2 3 6 5 3 6 5

2 2
22 3 6 5 22 22 1 1 6 22 2 22 6 2 22 22 6 22

),

(1 ) / (1 ) / / / ]
i i i i i i i i i i i i i

i i i i i i i i i i i i i i i i i i i

f f d f f f d f f f d f f f d f

f f f d f f f f f f d f f f f d f f f f d f f

k z e k z e k z e k z e

d k z e m d k e z m k d z e m d z m Τ

− − − −   

− + + + − + ∆

  

2 6 2 2( , ) [ , ]
i i i i if f f f f df t e f f Τ =  −y

2 2 22 5 5 22 1 1 2 6 2 3 6 5 4

22 1 1 2 6 2 3 6 5 4 1 22

( , , ) {[0, ( ) / ]; [0, ]; [0, 0];

[0, [ ( 1) ] / ]}
i i i i i i i i i i i i i i i i i i i

i i i i i i i i i i i i i

f f f f f d f f f d f f f f f f d f f f d f f d

f f f f f f d f f f d f f d f d f

g t e z m e z d k e k z e k z e z

d k e k z e k z e z z m Τ

  =  + − +    ∆ + − − +     

  ∆ + + − − + +

x y

Three steps are taken to prove that the system in (47) 
satisfies all the conditions of Theory 1, as follows.

Step 1: In order to make the subsequent calculations 
more straightforward, we define the parameters shown in 
expression (48):  

1 1 2 22 11 1 2

2 1 3 22 11 3 22 1 22

3 3 2 3 2 22 22

4 1 22 22

( / 1)

/ (1 ) /

/

/

i i i i i i

i i i i i i i i i

i i i i i i i

i i i i

f f f f f f

f f f f f f f f f

f f f f f f f

f f f f

c k d m k

c k d m d k m

c k k d m

c m d

λ λ

λ λ

λ λ

λ

= + +


= − +
 = −
 =

(48)

By combining the control law in (31) for 1 if
f with the 

Lyapunov function in (30), we obtain:

2 2 2 2 2
1 1 1 1 22 11 2 2 6 2 3 22 3 6 5 22 1 6 1 2

2
2 6 1 5 3 6 2 5 4 6 1 5 4

2
1 1 1 22 1

(1 ) / (1 ) /

(1 ) /

i i i i i i i i i i i i i i i i i i i i

i i i i i i i i i i i i i i

i i i i

f f f f f f f f f d f f f f f d f f f f d f f

f f d f f f f d f f f f d f f f f

f f f f

V k e d m k z e d k z e m c z e e

c z e e c z e e c z e e k

k e d m

λ λ λ

λ

= − + − − + + +

  − − − ∆

≤ − +



2 2 2 2 2
1 2 2 6 2 3 3 6 5 22 22 1 1

2 2 2 2 2 2 2 2 2
6 2 2 1 6 5 4 1 6 5 4 1 4 6 5

2 2
3 6 2 5 3 6

(1 ) / (

) / 2 ( ) / 2 ( ) / 2 / 2 / 2

( ) / 2

i i i i i i i i i i i i i

i i i i i i i i i i i i i i i

i i i i i

f f f f d f f f f d f f f f f

f d f f f f d f f f f d f f f f f d f

f f d f f f

k z e k z e d m c e

z e c e z e c e z e c e c z e

c z e e c z

λ λ− − + + +

  + + − + + + −

  + + 2 2 2 2 2
2 3 6 5 4

2 2 2
1 1 22 11 1 2 4 1 2 2 1 3 6 2 3

2 2 2 2
3 6 22 22 2 3 4 6 5 4

/ 2 / 2

[(1 ) / ( ) / 2] [ ( ) / 2] [ (1

) / ( ) / 2]

=

i i i i i i i

i i i i i i i i i i i i i i i

i i i i i i i i i i i

f d f f f d f f f

f f f f f f f f f f f f f d f f

f f d f f f f f f d f f f

e c z e k

k d m c c c e k c c z e

k z d m c c c z e k

λ λ λ

+ − ∆

≤ − + − + + − − + − +

  − + + − ∆

− 2 2 2 2
1 1 2 2 3 5 4i i i i i i i if f f f f f f fe e eω ω ω ω− − − ∆

(49)
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where

1 1 1 22 11 1 2 4

2
2 2 2 1 3 6

2 2
3 3 22 3 6 22 2 3 4 6

4 4

[(1 ) / ( ) / 2]

[ ( ) / 2]

[ (1 ) / ( ) / 2]

i i i i i i i i

i i i i i i

i i i i i i i i i i

i i

f f f f f f f f

f f f f f f d

f f f f f d f f f f f d

f f

k d m c c c

k c c z

d k z m c c c z

k

ω λ

ω λ

ω λ

ω

= + − + +


= − +


= + − + +
 =

.

If parameters such as 1 if
k , 2 if

k , 3 if
k , 4 if

k , 1 if
λ , 2 if

λ and 3 if
λ  are 

selected appropriately, then the parameters 1 if
ω , 2 if

ω , 3 if
ω and 

4 if
ω can be guaranteed to be non-negative. The following 
results can then also be derived:

2 2

1 1 2 3 1 2 3

1 1
1 1

1( , ) min{ , ,1, } min{ , ,1, } ( )
2

( , ) 0

i i i i i i i i i i i i i

i i

i i i i i

i

f f f f f f f f f f f f f

f f
f f f f f

f

V t V W

V V
V f t

t

λ λ λ λ λ λ

η

 = ≥ ≥ =

 ∂ ∂
 = + ≤  ,   ≥
 ∂ ∂

x x x x

x x
x

 (50)

where ( )
i if fW x are positive definite proper functions and 0

if
η >  

are constants. Since

1
1 2 3max{ , ,1, }i

i i i i

f
f f f f

V
λ λ λ

∂
≤

∂
x

x
(51)

the following expression can be obtained:

21 1 2 3
1 2 3 1

1 2 3

2max{ , ,1, }
max{ , ,1, } ( , )

min{ , ,1, }
i i i i

i i i i i i i i i

i i i i

f f f f
f f f f f f f f f

f f f f

V
V c V t

λ λ λ
λ λ λ

λ λ λ
∂

≤ ≤ =
∂

x x x
x (52)

where 1 2 3 1 2 32max{ , ,1, } / min{ , ,1, }
i i i i i i if f f f f f fc λ λ λ λ λ λ= are positive 

constants. Thus, Assumption 1 of Theory 1 has been satisfied.

Step 2: In this step, the correlation function ( , , )
i i if f fg t   x y  in 

(47) is analysed. This can be expressed as follows:

2 22 5 22 4 22 4 1 22

2 22 5 22 1 1 2 6 2 3 6 5

22 1

( , , ) {[0, / ]; [0, ]; [0, 0];[0, ( ) / ]}

{[0, / ];[0, ]; [0, 0];

[0, [ (

i i i i i i i i i i i i

i i i i i i i i i i i i

i i

f f f f d f f d f f d f f d f d f

f f f f f f f f d f f f d f

f f f

g t z m z d z d z z m

e m e d k e k z e k z e

d k

  =  −       + +

   −  ∆ + − −    

   ∆ +

x y

1 2 6 2 3 6 5 22

1 2

1) ] / ]}

( , , ) ( , , )
i i i i i i i i i

i i i i i i

f f f d f f f d f f

f f f f f f

e k z e k z e m

g t g t

+ − −

=   +   x y x y (53)

where,
1 2 22 5 22 4 22 4 1 22( , , ) {[0, / ]; [0, ]; [0, 0];[0, ( ) / ]}

i i i i i i i i i i i if f f f d f f d f f d f f d f d fg t z m z d z d z z m  =  −       +x y

2 2 22 5 22 1 1 2 6 2 3 6 5 22 1 1

2 6 2 3 6 5 22

( , , ) {[0, / ]; [0, ]; [0, 0];[0, [ ( 1)

] / ]}
i i i i i i i i i i i i i i i i i i i

i i i i i i i

f f f f f f f f f f f d f f f d f f f f f

f f d f f f d f f

g t e m e d k e k z e k z e d k e

k z e k z e m

  =  −   ∆ + − −     ∆ + + −

  −

x y
.

From norm theory, we can show that:

1 2( , , ) ( , , ) ( , , )
i i i i i i i i if f f f f f f f fg t g t g t  ≤   +   x y x y x y (54)

where 1 2 22 5 22 22 22 4 22 1 22 1( , , ) / (1 / ) / ( )
i i i i i i i i i i i i i i if f f f d f f d f f f f d f f d f f fg t z m z d d m z d z m θ  ≤ + + + + =x y y ,

2 2 22 5 22 22 22 1 22 1 22 1 22 22

2 6 2 22 22 3 6 3

22 22 22 22 1 22 1

( , , ) / (1 / ) [ ( 1) / ] ( /

1) ( / 1)

[1 / 1 / ( 1) /

i i i i i i i i i i i i i i i i i

i i i i i i i i

i i i i i i i

f f f f f f f f f f f f f f f f f

f f d f f f f f d f

f f f f f f f

g t e m e d d m k d k m e d m

k z e d m k z e

m d d m k d k m

  ≤ + + + ∆ + + + + +

  ⋅ + + ⋅

≤ + + + + + +

x y

22 22 22 2 6 22 22

3 6

2

( / 1) ( /

1) ]

( )

i i i i i i i

i i i

i i i

f f f f f d f f

f f d f

f f f

d m k z d m

k z

θ

+ + + +

  

=

x

y x

.

and 1 2, : ( 0) ( 0)
i i i i if f f f fθ θ ≥ → ≥y y x R R（）（） are continuous functions. 

The following expression therefore holds:

1 2( , , )
i i i i i i i if f f f f f f fg t θ θ  ≤ +x y y y x（）（） (55)

which satisfies Assumption 2 of Theory 1.

Step 3: Combining the control law in (38) for 2 if
f  with the 

Lyapunov function in (37) leads to:

2 22 2
2 5 6 3 7 5 6 7 3 3 3min{ , , } [ , ] [ , ]

i i i i i i i i i i i i i if f f f f f f f f f f f f fV k k e k k k k e eσ= − − Θ ≤ −  Θ = −  Θ (56)

and

2 2

6 3 2 6 3min{ / 2, 1/ 2} [ , ] max{ / 2, 1/ 2} [ , ]
i i i i i i if f f f f f fk e V k e   Θ ≤ ≤    Θ (57)

where 1 6 2 6min{ / 2, 1 / 2} max{ / 2, 1 / 2}
i i i if f f fk kσ σ=   =   ， .

According to Theory 2, 3[ , ]
i if fe  Θ = 0 is globally exponentially 

stable. If we combine the expressions in (32) and (33), we can 
shown that 3 6[ , ]

i if fe e = 0  is globally exponentially stable.

0( )
0 0 0 0( , , ( )) ( ) , ( )fi

i i i i i i

t t
f f f f f ft t t k t e tλ δ− −≤ ∀ ≤y y y y

(58)

where
if

k ,
if

λ and
if

δ are positive constants and 
if

δ can be 
arbitrarily small. Then

0

0 0

( )
0 0 0 0 0( , , ( )) ( ) = ( ) / ( ( ) )fi

i i i i i i i i i

t t
f f f f f f f f ft t

t t t k t e k t tλ λ κ
∞ ∞ − −≤ =∫ ∫y y y y y (59)

where the function ( )
if

κ � is a class κ function.

Hence, the system described in (47) satisfies all the 
conditions of Theory 1. The system in (47) is GUAS, and the 
variables

if
x and

if
y are GUAS to 0. By combining expressions 

(25) and (26), we see that 1 2 3 4 5 6[ , , , , , ]
i i i i i if f f f f fe e e e e e     = 0 is GUAS. 

Based on the tracking error system described in (21), stable 
cooperative formation control of the USVs can be realised 
using the control law expressed in (31) and (38).

SIMULATION EXPERIMENT

Several simulation experiments were carried out to verify 
the effectiveness and reliability of our cooperative formation 
control algorithm. The mathematical model for the USVs 
is taken from [30], and the parameter values are shown in 
Table 1.  
Tab. 1. Model parameters

Parameters Value Parameters Value

11m 25.8 11d 12

22m 33.8 22 17

33m 2.76 33d 0

The trajectory of the leader USV is generated by the 
following expression, which can be used to design different 
forms of leader trajectory.
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d

11 22 22 22

cos sin
sin cos

/ /

d d d d

d d d d d

d d

d d d d

x u v
y u v

r
v m u r m d v m

ϕ ϕ
ϕ ϕ

ϕ

= −
 = +
 =
 = − −









Three USVs with same model parameters (a leader 
USV and two follower USVs) were used in the simulation 
experiment, and three kinds of trajectory (a straight line, a 
circular trajectory and a general S-shaped trajectory) were 
designed to demonstrate the performance of our control 
algorithm. In order to verify the robustness and stability of 
the proposed algorithm, a stable disturbance and a sinusoidal 
disturbance were added in the longitudinal and steering 
control directions. Disturbances of 2 0.1sin(0.2 )ud t= + in 
the longitudinal direction and 1 0.1sin(0.5 )rd t= +  in the 
heading control direction were also added.

Since there are numerous control parameters that need 
to be set for the control system, several basic principles were 
followed: (a) all the parameters should be positive, since they 
are all defined as positive; (b) the parameters for each follower 
should be the same except for 1 if

k , since different speeds are 
needed for different followers; (c) 6 if

k should be small, since 
a higher value of 6 if

k means a lower convergence speed, as can 
be seen from (56) and (57); (d) 

infλ  can be chosen arbitrarily, 
as this has a minor impact on the system. 

Case 1: A straight line trajectory is designed for the leader 
USV, and in order to ensure a cooperative formation, the 
positional information of the follower USVs relative to the 
leader USV is determined based on the parameters in Table 2. 
The initial states of the USVs and the control parameters are 
also shown in Table 2, and the simulation results are presented 
in Figs. 3 and 4.
Tab. 2. Initial states and control parameters

Symbol Value Symbol Value Symbol Value

ldu 10 m/s 1L 5 m 2L 5 m

ldr 0 1θ / 2π 2θ / 2π−

(0)lx 15 m 1
(0)fx 9 m 2

(0)fx 20 m

(0)ly −6 m 1
(0)fy 8 m 2

(0)fy −7 m

(0)lϕ 0.7 rad 1
(0)fϕ 0.3 rad 2

(0)fϕ 0.3 rad

1(0)u 0.5 m/s 1
(0)fu 0.5 m/s 2

(0)fu 0.5 m/s

1(0)v 0.5 m/s 1
(0)fv 0.5 m/s 2

(0)fv 0.5 m/s

1(0)r 0 1
(0)fr 0 2

(0)fr 0

1lk 2.3 11 fk 1.6 21 fk 0.03

2lk 5 12 fk 15 22 fk 15

3lk 5 13 fk 15 23 fk 15

4lk 3 14 fk 15 24 fk 13

5lk 25 15 fk 20 25 fk 20

Symbol Value Symbol Value Symbol Value

6lk 1 16 fk 0.001 26 fk 5

7lk 1 17 fk 1 27 fk 1

1lλ 1 11 fλ 1 21 fλ 1

2lλ 1 12 fλ 1 22 fλ 1

3lλ 1 13 fλ 1 23 fλ 1
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Fig. 3. Results from our cooperative formation control algorithm for a straight 
line trajectory
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(e) Yaw control torque for the three 
USVs

(f) Convergence of intermediate 
states for the Leader USV

0 10 20 30 40 50 60
-1

0

1

2

3

4

5

6

7

8

9

0 10 20 30 40 50 60
-10

-5

0

5

10

15

20

(g) Convergence of intermediate 
states for the Follower 1 USV

(h) Convergence of intermediate 
states for the Follower 2 USV

Fig. 4 Detailed error convergence curves and control forces for Case 1

Case 2: A circular trajectory was designed for the leader 
USV, and in order to ensure a cooperative formation, the 
positional information for the follower USVs relative to the 
leader was designed as shown by the initial states in Table 3. 
The initial states of the USVs are also shown in Table 3, and 
the results of the simulation are presented in Figs. 5 and 6.
Tab. 3. Initial states for Case 2

Symbol Value Symbol Value Symbol Value

ldu 10 m/s 1L 20 m 2L 20 m

ldr 0.1 rad/s 1θ / 2π 2θ / 2π−

(0)lx 15 m 1
(0)fx 9 m 2

(0)fx 20 m

(0)ly −6 m 1
(0)fy 15 m 2

(0)fy −25 m

(0)lϕ 0.7 rad 1
(0)fϕ 0.3 rad (0) 0.7 rad

1(0)u 0 1
(0)fu 0 2

(0)fu 0

1(0)v 0 1
(0)fv 0 2

(0)fv 0

1(0)r 0 1
(0)fr 0 2

(0)fr 0
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Fig. 5. Results of our cooperative formation control algorithm for a circular 
trajectory
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Fig. 6. Detailed error convergence curves and control forces for Case 2

Case 3: A general S-shaped trajectory was designed for 
the leader USV by setting 10 /ldu m s= , 0.1 / 30ldr rad s t = ≤，

and 0.05 / 30ldr rad s t = − >， . In order to ensure a cooperative 
formation, the positional information for the follower 
USVs relative to the leader USV was designed based on the 
parameters shown in Table 4. The initial states of the USVs 
are also shown in Table 4, and the results of the simulation 
are presented in Figs. 7 and  8.
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Tab. 4. Initial states for case 3

Symbol Value Symbol Value Symbol Value

ldu 10 m/s 1L 30 m 2L 30 m

ldr 0.1/−0.05 1θ / 2π 2θ / 2π−

(0)lx 15 m 1
(0)fx 0 2

(0)fx 20 m

(0)ly −6 m 1
(0)fy 20 m 2

(0)fy −45 m

(0)lϕ 0.7 rad 1
(0)fϕ 0.7 rad 2

(0)fϕ 0.7 rad

1(0)u 0 1
(0)fu 0 2

(0)fu 0

1(0)v 0 1
(0)fv 0 2

(0)fv 0

1(0)r 0 1
(0)fr 0 2

(0)fr 0
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Fig. 7 Results from our cooperative formation control algorithm for a general 
S-shaped trajectory
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(d) Surge control forces for the three 
USVs
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Fig. 8 Detailed error convergence curves and control forces of Case 3

The simulation results shown above in Figs. 3 to 8 indicate 
that the necessary system convergence time for each kind 
of trajectory tracking processes is within the range 10−30 
seconds, and there are no instabilities or divergences after 
the system has converged. It is therefore obvious that the 
cooperative formation control algorithm proposed in this 
paper is stable, reliable and effective. Tracking control 
was successful for all three kinds of formation trajectories 
examined here, indicating that the general applicability of 
our control method is superior to conventional algorithms. 
From the simulation results presented above, and compared 
with the results reported in the literature [11] and [22], we 
can see that the convergence time of the proposed control 
algorithm is shorter, and the stability of control is better in our 
simulation results. In addition, the actual tracking trajectory 
of the USVs is smoother, and our algorithm has a wider range 
of applications for different kind of trajectories.

In Cases 2 and 3, the control inputs of surge control force 
and yaw control torque do not converge to zero, since the 
reference trajectories are curved in these cases, and certain 
control inputs in terms of both the surge control force and yaw 
control torque are required to ensure the sailing formation of 
the USVs. In addition, the actual control inputs are different, 
since the length of each trajectory is not the same and the 
necessary velocities are different. In Case 3, a state switch 
occurs in the middle part of the reference trajectory (that is, 
a change in the desired angular velocity), meaning that both 
the surge control force and yaw control torque undergo an 
abrupt adjustment process, as shown in Figs. 8(d) and (e). 
From the results for Case 3, we know that in order to change 
the formation of the USVs, the control inputs for both the 
surge and yaw vary rapidly due to the fast convergence of 
the control algorithm; if the desired trajectory is smooth 
transition designed then this sudden adjustment could be 
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avoided. In an actual application, the rate of change could be 
set to an even value based on the change rate of the propulsion 
devices of USVs. In addition, for USVs that are not equipped 
with reversible propellers, the surge control force could also 
be set to a non-negative value throughout the cooperative 
formation control process of the underactuated USVs. 

CONCLUSION

A method of cooperative formation control is proposed 
in this paper for a group of underactuated USVs based on 
nonlinear backstepping and cascade system theory. A novel 
description of the problem of cooperative formation control 
of a group of USVs is presented, and the desired positions 
and attitude angles of the follower USVs are transformed 
into intermediate variables that facilitate the design of the 
controller. A new type of global differential homeomorphism 
transformation is put forward for the tracking error system 
of the follower USVs in order to simplify the description of 
the control system; this makes the complex formation control 
system easy to analyse and means that it can be decomposed 
into a cascaded system. In order to improve the stability 
of the cooperative formation controller, novel intermediate 
state variables and virtual control laws are devised for use 
in design process of the control algorithm. By combining 
the backstepping technique, Lyapunov’s direct method and 
cascade system theory, we develop an improved controller for 
cooperative formation control of a group of underactuated 
USVs. We prove that our cooperative formation control 
algorithm for USVs is GUAS, and a variety of simulation 
experiments are carried out to verify the validity, stability 
and reliability of the algorithm, which show that the general 
applicability of the control method designed is superior to 
conventional algorithms. Some interference factors such as 
actual ocean environmental disturbances and uncertainties 
in the USV models are not fully considered in this paper, and 
we intend to focus on these in future research work.
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