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Abstract

Oil and gas projects differ from regular investment projects in that they are frequently large-scale, categorised as vital 
national projects, highly technological, and associated with significant risks. Drilling rigs are a crucial component of 
the oil and gas sector and the majority of the systems and equipment aboard drilling rigs are operated automatically. 
Consequently, it is crucial to address the topic of an advanced control theory for off-shore systems. Network technology 
connected to control is progressively being used to replace outdated technologies, together with other contemporary 
technologies. In this study, we examine how to adapt a networked control jacking system to the effects of internal and 
external disturbances with a time delay, using a Fuzzy controller (FC)-based particle swarm optimisation. To demonstrate 
the benefit of the proposed approach, the developed Fuzzy Particle Swarm Optimisation (FPSO) controller is compared 
with the fuzzy controller. Finally, the results from simulations and experiments utilising Matlab software and embedded 
systems demonstrate the suitability of the proposed approach.

Keywords: Networked control system, Environmental forces, Energy consumption, Fuzzy Particle swarm optimization, Jacking system, 
Time-delay

INTRODUCTION

In the role of exploiting oil and gas from below the oceans, 
several locations are planned for numerous small-scale drilling 
rigs, all of which are connected to, and communicate with, 
one another (for example, the Dai Hung 01 and Dai Hung 02 
rigs in the Vietnam’s continental shelf). Typically, one rig will 
serve as the operations centre, fully outfitted with monitoring 
technology for the other dependent rigs and manned by people, 
as shown in Fig. 1. The other, smaller, rigs are known as ‘slavers’ 
and the majority of them are automated, being run by a central 
rig with no operator. Underground power lines link the slavers, 
the majority of which do not yet include wireless monitoring, 

control systems or network control. The fundamental cause of 
this is that the control algorithms have not encountered the 
safety expectations required when the system is controlled over 
a network. As a result, experts still attempt to remotely operate 
systems and equipment that are located offshore. The model 
must be tested and analysed in simulated environments before 
being applied in natural settings.

Jack-up platforms have been used for drilling, workover, 
and offshore oil and gas exploration for many years. In the 
process of jacking up a Jack-up Rig (JuR), there are numerous 
approaches [1-4] to controlling stability and reducing the forces 
that affect them. Even though each approach has its advantages, 
the study of intelligent control algorithms continually pushes 
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experts to find theoretical and practical solutions to help the 
system run more consistently and securely, and to carry out 
many more tasks than were previously conceivable. Many 
academics are devoted to developing improved technology 
and artificial intelligence because of the exceptional benefits 
that may be possible [5–10]. Fuzzy [5], Hybrid Fuzzy [6], Fuzzy 
Adaptive [7], Neural Network [8], Genetic Algorithm (GA) 
[9], and Particle Swarm Optimisation (PSO) [10] are a few 
of the recommended advanced control approaches that have 
demonstrated their efficacy and stability. In addition, there 
has been a lack of investigation into utilising existing control 
theory to improve the performance and efficacy of controllers, 
particularly complex systems or systems controlled through 
networks. The stability and continuity of the system is greatly 
influenced by time-delay and disturbances. Therefore, the 
method of control based on randomness also takes network 
technology, transmission speed, and packet drop-out data into 
consideration.

Fig. 1. The idea of network control systems for a Jack up Rig 
in off-shore systems

Recent literature has achieved a lot of innovative results, with 
respect to Fuzzy Control (FC) [6-7], which copes with problems 
of unpredictability, disturbance, and time-delay. This method 
was developed based on natural language; it can produce 
estimates that are more accurate and reflect the true nature of 
the issues. The fuzzy controller may be adjusted appropriately, 
and in an efficient manner, because of the use of metaheuristic 
algorithms, like the PSO. By using this method, the FLC may be 
easily adjusted to provide the appropriate performance without 
the need for extensive traditional testing. Within the limitations 
of a class of switching signals with typical dead-time, the FC 
technique maintains all closed-loop signals. It is also believed 
that the Adaptive Fuzzy Control (AFC) is a useful strategy for 
enhancing the performance of the fuzzy controller, particularly 
for Self-Adaptive Fuzzy Control (SAFC) [11–13], FPSO [14]. On 
the other hand, to improve the SAFC’s flexibility and stability, 
optimum algorithms like GA and PSO are being researched and 
used in conjunction with fuzzy logic. Concerning networked 
control systems, FC is used to approximate the unknown 
nonlinear characteristics occurring in the system, while the Pade 
approximation was launched to handle network-induced delays 
[15]. In addition, model free fuzzy adaptive control has also 

been proposed for networks and, in this case, the controller can 
track the reference trajectory satisfactorily, even in the presence 
of unmeasured disturbances and network-induced time delays 
[16]. It should be noted that, these factors motivated us to 
choose to employ the innovative technique for the JuR’s jacking 
networked system, as it must operate in difficult environmental 
and network conditions.

Automated controllers are not essential in the process of 
constructing rigs in Vietnam and networked control is also not 
a key issue in the study. Considering that the fuzzy system may 
approximate a nonlinear composition, the hierarchical fuzzy 
model is an excellent technique for the JuR, with unexpected 
effects of time-delays and disturbances. To solve the mentioned 
problems, we proposed the PSO-based FC to improve the 
performance of the JuR’s jacking networked control system by 
simulation. However, experimental validation of the proposed 
controller on the model is necessary in order to deploy the 
research outcome to the offshore industry. The study’s main 
contributions include the following:

(1) �Developing a mathematical model of the Jacking system 
(JS) and incorporating it into a networked model.

(2) �Outlining a networked control model with the FPSO 
controller, considering the fact that the conventional 
controller designed for the JS is not that practical in 
light of disturbances and time-delays, including network 
issues.

(3) �Simulating and testing the FPSO controller in the model 
was contrasted with the other controller, to demonstrate 
the novelty of the proposed strategy.

The structure of this paper is as follows. Section 2 presents the 
mathematical model of the JS-included network and Section 3 
analyses the factors which are already impacted, such as internal 
and external load and networked-induced delay. The FPSO 
control strategies are outlined in Section 4. Discussion of the 
simulation and experimental studies is presented in Section 5 
and the study’s concluding remarks are addressed in Section 6.

MATHEMATICAL MODEL  
OF THE JACKING CONTROL SYSTEM 

The two most popular techniques for static or dynamic 
analysis of the JuR are the direct finite-element methodology 
[17] and the simple beam approach [18]. In the first approach, 
the rig is viewed as a spatial lattice frame structure with the 
forces and displacements in each member taken into account. 
In the other approach, the entire rig is replaced by a uniform 
beam carrying a lumped mass, designed to allow its static or 
dynamic behaviour to be predicted using straightforward 
theoretical formulas. The first technique is too complex to 
supply essential design knowledge, while the second is too 
straightforward to offer reliable information, hence neither 
should be used in the early phases of design. Because of this, 
it is simple to derive the equations of motion for the JuR 
by first determining the equations of motion for each leg 
and the upper hull separately, then integrating them, while 
enforcing the constraints of deformation compatibility and 
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force equilibrium at the intersections of the legs and the hull. 
Dynamic equations of motion-related topics are discussed in 
detail in [19–24], where the dynamic motion model is impacted 
by internal elements, including stress and stiffness [25], as 
well as environmental elements [26]. There are six degrees of 
freedom at each nodal point: 

– �Translations: heave, swing, and surge.
– �Rotational: Yaw, pitch, and roll.
The uncertain elements of the structure and its surroundings 

may be ignored or taken into account in the analysis being used. 
The architecture of the inertia, damping, and stiffness matrices 
can be either deterministic or probabilistic. Excitation forces and 
subsoil layers are produced in such a system by the uncertainty 
of the matrix terms. The general form of the dynamic equations 
of motion is as follows [19]:

M(χ)q.. (χ, t) + C(χ)q. (χ, t) + K(χ)q (χ, t) =

P(t, q. (χ, t), q.. (χ, t))          (1)

where χ is a component in a set of fundamental actions and the 
mass of the surrounding water, sometimes referred to as the 
hydro-dynamic, related, or additional mass, is included in the 
global inertia matrix M(χ), which is made up of the structural 
mass. The three flexible continuous elements that ensure the 
integrity, subsoil, and water are C(χ), the global damping matrix 
is K(χ), and P(t, q. (χ, t), q.. (χ, t)) is the global vector of forces 
brought by the wind and the waves. The common formula 
for six degrees of freedom that apply to all motion directions 
is given in Eq. (1). We are interested in the lifting-lowering 
motion of the jacking system in the z-direction, which means 
that the displacement and position are the same thing. The 
mismatch between the desired and the actual position is used 
by the controller to calculate the control signal supplied to the 
thrust allocation. As a result, the thrust allocation distributes 
the control instructions to the thruster dynamics by converting 
the control signal into command signals (such as the motor 
shaft’s speed, rotational direction, and torque). Here, we set the 
displacement to be p*j (t). Eq. (1) is now equivalent to Eq. (2) [14]:

M   + C   + Kx(t) = τdc(t) + τd(t)    (2)

where M = Σn
i=1mi is the total weight of the JuR, C and K are 

the damping and stiffness of the single degree of freedom 
system, τdc(t) is the total torque on motor shafts, and p*j (t) is the 
displacement of the hull. The total effect of the load (including 
the wave, wind, current and external loads) is:

τd(t) = τwave(t) + τwind(t) + τcurrent(t) + τex(t).    (3)

The displacement of the hull is calculated by

p*j (t) = Rθ(t)              (4)

where R expresses the effective radius and θ(t) is the angular 
of the pinion. From Eqs. (2) and (4), the JuR’s hull kinematics 
are written as:

Rs2θ(s)  mi + RCsθ(s) + KRθ(s) = τ(s).      (5)

Similarly, the differential Dynamic Amplification Factor 
(DAF) of a damped JS reacting to a step load is calculated using 
the ratio of the dynamic response to the static response. There 
are always variables at play that affect reality. Therefore, errors 
caused by fluctuations in DAF values would have an impact 
on the actual location of the Rig’s hull.

p*j (t) = DAF ■ p*jp (t)              (6)

The displacement DAF subjected to a step load is, therefore, 
[20]:

DAF(t) =  = 

1 – e–ξωnt (cos ωn  + ),    (7)

where ζ = (0.05 − 0.2) is the damping ratio of the system. The 
decoupling system approach divides the system into subsystems 
with the same transfer function, for the ease and simplicity 
of embedded control and simulation. Then, by substituting 
DAF  =  0.6284 into Eq.  (6), we get p*j (t)  =  0.6284p*jp (t),  
p.*j (t) = 0.6284p.*jp(t), p..*j (t) = 0.6284p..*jp (t). Using Laplace transform 
with initial conditions, p*j (0) = 0, p.*j (0) = 0 we get

0.62842Ms2 p*jp (s) + 0.62842Csp*jp (s) + 

0.62842Kp*jp (s) = τ(s).          (8)

The displacement of the hull is calculated by 

p*jp (s) = Rθ(s),              (9)

with ke = 1/R is the inverted factor in rotary – translational 
drive. Finally, the equation describing the transfer function 
of the kinematics of JS is written as:

GJuR =  =   (10)

CONTROL THE JS OVER THE NETWORK 
USING FUZZY-PSO STRATEGY

Fig. 2. The proposed structure for the JS of the JUR
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As a similar type of networked control system (NCS), the 
insight diagram of the FPSO control through the network 
is presented in Fig. 2. The fuzzy system includes the double-
inputs pe, dpe /dt, and single-output τ* [7], and the fuzzy rule 
comprises a set of IF-THEN forms within θi :

If σ1 is K i
1,…, σn is K i

n then τ* is θi      (11)

Therein, K i
1, K

 i
2…K i

n   Rh and are the input variables and 
output variables of the fuzzy system [7], respectively. By 
using the fuzzy system with the fuzzy rule (11), the Max-Prod 
inference rule, the singleton fuzzifier, the product inference 
engine and centre average defuzzifier, the output response τ* 
is defined as follows: 

τ*(σ) =         (12)

for μK i
j
(σ) expresses the membership functions (MFs) with m 

as the number of fuzzy rules. We get 

T*T = [τ-*1, τ-*2,…, τ-*m,]T  Rm        (13)

as the vector of the fuzzy parameter. The fuzzy basis functions 
with ϕ are written as 

ϕi(σ) =         (14)

and notate ϕi(σ) = [ϕ1(σ), ϕ2(σ),…, ϕm(σ)]T as the fuzzy basis 
function vector. Then, the fuzzy system (12) is able to represent 
the linear parametric form as:

τ*(σ) = TT ϕ(σ).            (15)

Lemma 1 [21]: Let φ(σ) be a continuous function defined 
on a compact set Ω   Rn. Then, for any constant ξ < 0, there 
exists a fuzzy system τ*(σ) in the form of Eq. (12), as

supσ  Ω | φ(σ) – T*T ϕ(σ) | ≤ ξ        (16)

By Lemma 1, the nonlinear function φ(σ) can be approximated 
as

ϕ(σ, T*) = T*T ϕ(σ).          (17)

Define

T** = arg min
T*  Ω

[supx  Z | ϕ(σ) – ϕ(σ, T*)|]    (18)

where Z and Ω are compact regions for σ and T*, respectively. 
Consequently, the minimum approximation error is 
determined as:

ξ = ϕ(σ) – T**T ϕ(σ).          (19)

The demonstration in [21] indicates that the control system 
is asymptotically stable with the Lemma 1 after attaining 
Eq. (19). PSO is tasked with identifying the appropriate fuzzy 

set parameters that meet the requirements within Remark 1 
and Remark 2 below: 

Remark 1: Finding convergence for the best algorithms 
is a time-consuming task. There are several parameters that 
need to be tuned as the computing speed rapidly decreases.

Remark 2: The optimal parameter quality depends on the 
number of generations and the fitness function value fFP(t). If 
a small value is used, the convergence value is local. However, 
in the case of using the large value, the processing time will 
be slow.

Consequently, in order to increase processing speed 
(Remark 1) and ensure optimal parameter quality (Remark 2), 
a limit function approximates the goal value in Eq. (20) for 
quality relative to the target but, also, in a smaller space and 
with fewer occurrences. The fitness function value and the 
number of individuals are guaranteed, as in Eq. (21) and (22).

lim
t→∞

 || f̃FP = lim
t→∞

 || f 0
FP – fFP || = 0        (20)

Concerning the relation between the importance of fitness 
and iteration constraints [22], the fitness function value and the 
number of individuals are guaranteed, as in Eq. (21) and (22).

itermin
m ≤ iterm ≤ itermax

m          (21)

f 
min

FP ≤ fFP ≤ f 
max

FP             (22)

In particular, PSO aims to identify the best MFs value, in 
order to help increase processing speed. Therefore, Algorithm 1 
is used to make decisions regarding coefficient γi based on the 
PSO algorithm [10], in order to enhance control quality in 
a time-varying situation. 

The implementation of particle swarm optimisation (PSO) 
is simple and computationally effective. In our scenario, 
the membership functions’ centres, widths, and weights 
are contained in the particles. The dimension of particles 
is determined by the number of parameters. The PSO is 
applied off-line to tune the membership functions. The FPSO 
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performance is defined as:

τP*(σ) = ,        (29)

where μK i
γj
(σ1) = [γ1(K

1
1, K

2
1,…K j1 )] expresses the error fuzzy set 

pe(t), μK i
γj
(σ2) = [γ2(K

1
2, K

2
2,…K j2 )] ,  indicates the error-velocity 

fuzzy set dpe/dt, and θi
γ =[(γ3 + γ4/s)(θ

1,θ2,…θi)] are the so-called 
‘output fuzzy set’ τP*(σ). Then, ϕγ(σ) = [ϕ1

γ, ϕ
2
γ,…, ϕm

γ]  Rm 
represents the fuzzy basis vector as 

ϕγ(σ) = .        (30)

The PSO algorithm modifies the values of the fuzzy set 
with coefficient γi(γ1, γ2, γ3, γ4) to define the best correction 
coefficient γi. An extremely high value of the control force 
might cause an imbalance in the JuR’s overall energy system. 
The issue of energy consumption must be addressed, to achieve 
optimal management, and our goal is to use the least amount of 
energy possible while also boosting the amount of continuous 
electric supply that is required. In light of this, the desire may 
be summarised as follows [22]:

Maximise(αuc ϑτ*Pc+ αes ϑes )  [0,1],      (31)

where ϑτ*Pc is the stable electric coefficient and ϑes is the energy 
savings coefficient. ατ*Pc and αes define weights for stable electric 
and energy saving, respectively, setting ατ*Pc+ αes= 1. Hence, 
the increase ϑes is proportional to the decrease in energy 
consumption Ue:

ϑes  .              (32)

The gains in energy savings can be expressed as [22]: 

ϑes(τ*P) = (1 – ( )2)  [0,1].      (33)

Obviously, the energy system should guarantee that 
optimal condition (U0) approaches the lowest possible energy 
consumption and ϑes increases, resulting in the greatest energy 
savings. In other words, we want to find U0 values that will give 
the optimisation function in Eq. (33) the best value possible. 
However, higher values of τ*P0(σ) will result in a loss in the 
energy component, i.e. higher values of τ*P0(σ) causes U0 → Umax 
and, thus,  → 1, which results in losing the gain in the 
energy component. Equation (33) achieves our intended goal 
of balancing stable electric and energy consumption. The 
constraints are specified as:

0 ≤ Umin ≤ U0 ≤ Umax.        (34)

Related to the time-delay problem, the response of the NCS 
will be lowered by the network-induced delay, causing errors in 
the data transmission process e−dcas [27-28]. Typically, the delay 
of the control signal dca transmits to the JuR dynamic model. 
Therefore, the signal τ̃P(σ) of the FPSO controller transmits 
information over the network as follows: 

τ̃P(σ) = τ*P(σ)e−dcas            (35)

The sensor-to-controller delay causes an error in the JS 
response (e−dcas), giving

pj(s) = p*j(s)e
−dcas            (36)

From Eqs. (35) and (36), the problems of dsc and dca reduce 
the quality of the jacking system control over the network. 
So, the control force and torque vectors at each truss leg are 
rewritten as

τ̃P = [τ̃PA, τ̃PB, τ̃PC]T            (37)

The control signals of each actuator consist of two 
components: amplitude and direction of force. The control 
force vectors from the thrust allocation to the actuator are 
determined as follows:

Fi = [τ̃ TP , α T ]T  R2r          (39)

EXPERIMENTAL MODEL DESIGN

MECHANICAL POWERTRAIN  
AND EMBEDDED SYSTEM DESIGN

Fig. 3. Fig. 3. Overall structure of UT-JuR 01

The position state variable of the JuR-hull served as the 
foundation for the experimental model, identified as UT-JuR 
01, and is described in detail in Fig. 3. This integrated controller 
compares the instantaneous position signal to the desired 
position, to determine the incorrect location. The controller 
then uses the inaccurate number as a starting point to calculate 
the motor’s lifting force to raise the JuR-hull to the designed 
position. The main components and functions of the UT-JuR 
01 model are as follows:

• �The 24 VDC power supplies voltage power to the control 
modules. A 24 VDC to 5 VDC voltage converter was used 
to power the STM32F746NG and ESP32 central processors, 
a 24 VDC to 3.3 VDC voltage converter to power the sensor 
block (IMU MPU6050 and Encoder), and a 24 VDC to 12 
VDC voltage converter to power the DC Drivers block.

• �The mounted IMU sensor monitored the platform 
inclination while the displacement sensor (Encoder) 
measured the location of the JuR-hull at the legs. The 
central processor STM32F746NG received feedback 
signals through an ADC converter circuit. Besides this, 
the supervisor station received the feedback values from 
the NCS via the ESP32 module.
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• �The central processor STM32F746NG computed the 
control force values based on the errors between the desired 
position and the actual position. This control signal was 
converted to a PWM pulse, to manage the speed and 
direction of the DC motors (via the DC Drivers) and to 
raise and lower the JuR-hull to the desired position. 

CONTROL ALGORITHM

The testing control process in the UT-JuR 01 was performed 
in accordance with Algorithm 2. The ESP32 module received 
the feedback signal of the JuR’s real position throughout this 
process and sent the data it contained to the supervisor station 
over the network. The supervisor station, on the other hand, 
employed the HTTP protocol to retrieve data.

SIMULATION AND EXPERIMENTAL 
EVALUATION

SIMULATION RESULTS

In order to evaluate the efficacy of the suggested approach, 
this paper performed and compared simulations between the 
FPSO controller and the fuzzy controller [24], utilising the 
TamDao05 JuR model parameters that were used in this work at 
1:100 scale. Matlab 2019a software was also used to simulate the 
controller and was developed using the same ambient variables 
and jacking system specifications [14], with reference to the 
environmental effect factors. Using the m.file that connects 

to Simulink, the PSO algorithm finds the fuzzy controller’s 
optimum, to have the best convergence on the control.

The response time of the JuR employing the FPSO controller 
is faster than the FC by approximately 3.5 s, in the case of 
the simulation without environmental influences (shown in 
Fig. 4(a)). Additionally, the fluctuation amplitude is around 0.12 
cm less than the conventional solution. The comparable results 
indicate that the FPSO solution satisfies the criteria and this 
controller can guarantee the JuR model’s high response quality 
in NCS circumstances. Besides this, the JuR-hull position’s 
stability under changing weather conditions in the case of the JS 
is guaranteed by the FPSO controller. Figure 4(b) demonstrates 
that employing the proposed FPSO results in fluctuations that 
are 0.22 cm lower and 3.4 seconds faster than when using the FC 
controller. The performance of the jacking system using the FC 
controller meets the control requirements, in the case without 
environmental impacts, but does not achieve the requirements 
in the case with environmental impacts. However, the FPSO 
gave a satisfactory performance in all simulation scenarios.

Tab. 1. A response comparison of several controllers for simulation outcomes.

Simulation 
scenarios

Response 
time Fluctuation Overshoot

Fuzzy FPSO Fuzzy FPSO Fuzzy FPSO

0 cm – 10 cm 5.5 s 3.5 s 0.45 
cm

0.22 
cm

4.0 
cm

4.5 
cm

0 cm – 30 cm 7.0 s 4.5 s 0.50 
cm

0.25 
cm

5.5 
cm

6.5 
cm

0 cm – 30 cm – 60 cm 6.5 s 4.5 s 0.55 
cm

0.35 
cm

6.0 
cm

6.5 
cm

In circumstances when the truss body was elevated and 
lowered by 0-10 cm (scenario 1), 0-30 cm (scenario 2), and 
0-30-60 cm (scenario 3), Table 1 displays the comparative 
findings (scenario 3). The FPSO solution responds faster than 
the original FC approach [24], with response times of 2.0 s, 
2.5 s, and 2.0 s for scenarios 1, 2, and 3, respectively. Besides 
this, the fluctuation amplitude of the FPSO solution is 0.22 cm, 
0.25 cm, and 0.35 cm in three scenarios, which is lower than 
the case of using an FC controller, thereby verifying the quality 
of the proposed solution. Positive results indicate that the 

Fig. 4. FPSO controller simulation results compared with FC using control over the network
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proposed approach offers better response quality than the FC 
controller due to the optimal correction coefficient. The FPSO 
approach with the energy consumption function  restrictions 
(34), guarantees that the cost overshoot value is always within 
allowable limits when the network control environment 
influences the control process and causes errors e−dcas, e−dscs. 
Last but not least, the proposed controller FPSO can adapt 
to the environmental impact by optimal adjustment of the 
control parameter (the coefficient γi). However, the proposed 
algorithms need to test other actual conditions, in order to 
verify the advantages in the future.

RESULTS

Testing of the UT-JuR 01-embedded experimental model was 
carried out in two scenarios, the operating parameters of the 

UT-JuR 01 were updated online (to the database using the ESP32 
module), and the supervisory station continuously retrieved 
data to synthesize commands. The obtained experimental 
results are shown in Fig. 5 and Fig. 6. The experimental process 
was carried out in the two scenarios below:  

– �Scenario 1: The jacking lifts the JuR-hull from position 
0 cm to 30 cm and maintains status in 580 seconds; 

– �Scenario 2: The JuR-hull is raised to a position of 60 cm 
from the reference position of 30 cm and maintains status 
in 580 seconds. 

The fluctuation amplitude of the low JuR’s legs is 1.35 cm 
(4.5%) for case 1 and 1.25 cm (2.1%) for case 2. Consequently, 
the results show that the FPSO solution, controlled via NCS, 
meets the quality requirements of 6%. The response time 
for the first case is 120 s and 135 s for the second case. The 
minimum response time for fluctuation stopping reaches the 

Fig. 5. Results of an experiment to move the JuR from a position of 0 cm to 30 cm

Fig. 6. Results of an experiment to move the JuR from a position of 30 cm to 60 cm
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equilibrium value in 4.0 to 5.0 s, in experimental cases within 
the allowable limit (5.5 s). The direct control test (Figs. 5a 
and 6a) and over network control (Figs. 5b and 6b) yield 
identical findings.

Tab. 2. A response comparison of several solutions for experimental outcomes.

Experimental 
scenarios Solution Leg 

A
Leg 
B

Leg 
C

Centre 
of JuR

30–60 cm
Direct control

Control
network

over 59.55
60.60

59.75
60.85

59.60
61.05

59.65
60.65

30–80 cm
Direct control

Control
network

over 79.25
80.65

79.35
81.20

79.30
81.25

79.25
81.15

NB: All measurements are in cm

Table 2 provides further information comparing the testing 
scenario (30-60 cm and 30-80 cm) response outcomes for 
leg position and rig centre, while carrying out further control 
of the model using the network, demonstrating the precision 
of the data transfer technique used to operate the rig over 
the network. To meet the quality requirements, the position 
divergence amplitude, comparing the direct control and 
the networked control of the 30-60 cm scenario, is between 
0.45 cm and 1.10 cm. In the 30-80 cm scenario, position 
divergence amplitude is between 0.85 cm and 1.40  cm. 
Compared to direct control, control over network outcomes 
guaranteed the quality of the system’s reaction. Furthermore, 
the response exhibits duplicated values (displayed as a straight 
line) at some locations due to the slow speed of data transfer 
and delays. 

CONCLUSION

This paper includes a brief discussion of the JuRs’ system 
design, particularly in the jacking system. Employing an 
analysis of the JuR’s motions along the axis, the mathematical 
modelling of the jacking system is developed. Additionally, it 
is thought that the PSO algorithm is a suitable approach for 
fuzzy adaptive control systems, to improve the performance 
of the fuzzy controller. Evidence of the proposed FPSO’s 
simulation and experimental performance compared with the 
Fuzzy controller in the case of the control-induced network, 
showed the enhanced flexibility and stability of the approach. 
By using mathematical justifications, the energy system would 
do well to ensure that the optimal condition (U0) approaches 
the lowest possible energy consumption; Eq. (33) achieves our 
goal of balancing stable electricity and energy consumption. 
Finally, the UT-JuR 01 model’s experimental validation of the 
problem of energy conservation has not yet been completely 
tested and evaluated, despite careful analysis.
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