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Abstract
Breathing is a fundamental physiological process that reflects the health and condition of the body. Patterns, depth,
and frequency of respiration are critical indicators of an individual’s overall health, with applications ranging from
diagnosing illnesses to monitoring stress levels, physical exertion, and sleep quality.
This paper investigates and implements various machine-learning techniques for the real-time detection of breath
sounds using audio data captured via a computer microphone. The primary objective is to develop and compare
methodologies to identify distinct breathing phases, namely inhalation, exhalation, and the silent intervals between
breaths, in order to determine the most accurate, efficient, and practical approach.
The study explores three approaches:

1. VGGish Model for Feature Extraction and Classification with Random Forest.
2. Spectrogram Classification Using Convolutional Neural Networks.
3. Mel-Frequency Cepstral Coefficients (MFCC) for Feature Extraction and Neural Network Classification.

The experimental results show that methods 1 and 3 achieved an accuracy of 87% in the test data, while method 2

achieved an accuracy of 83%. The dataset comprised approximately 1,000 recordings of inhalations, exhalations, and
silences between breaths, collected using four different microphones and recorded by three different individuals.
All implementations and training data are available on a public GitHub repository:
github.com/tomaszsankowski/Breathing-Classification.
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1. Introduction
Breathing is an essential physiological function

that plays a key role in assessing an individual’s health.
The characteristics of respiration, such as its frequency,
depth, and regularity, can provide important clues about
a person’s overall condition [1]. Changes in breathing
patterns are often the first indicators of underlying health
problems, such as respiratory diseases or neurological
dysfunctions. For example, rapid, shallow breathing may
signal an asthma attack [2], while pauses in breathing
during sleep are typical of conditions like obstructive
sleep apnea [3]. Abnormalities in the respiratory cycle
can also be linked to issues with oxygen exchange, which
might point to central nervous system disorders [4].

Detecting irregularities in breathing can be a pow-
erful tool for health monitoring, especially when using
non-invasive methods such as a microphone. Audio-
based detection of breath sounds provides an affordable
and easy-to-implement solution, as it only requires
standard devices like smartphones or computers with
microphones. Unlike other medical tools, which may be
intrusive or require specialized equipment, microphone-
based breath detection allows for continuous monitoring
without significant user effort. This makes it particularly
useful for applications such as home health monitoring,
sleep analysis, and even stress management [1]. By
capturing subtle variations in breathing, it is possible
to detect issues such as uneven breathing patterns or
irregular respiratory rates, which could indicate potential
health problems before they become more severe.

This work was initiated to develop simple and effec-
tive methods for real-time breath monitoring, particularly
in the context of remote healthcare and wearable devices.
Using a computer microphone for this purpose presents
challenges, as environmental noise, the variety of micro-
phones, and the need to distinguish subtle differences be-
tween breathing phases can hinder accurate results.

The main problem addressed in this research is the
development of a method that allows for the detection and
classification of breathing phases, such as inhalation, ex-
halation, and the silence between breaths. This technol-
ogy could have broad applications, from patient health
monitoring systems and sleep analysis tools to devices
that assist in sports training.

The goal of this work is to test various machine-
learning techniques for detecting breath sounds and
to compare these methods in terms of accuracy and
efficiency. We aim to find a method that is both effective
and easy to implement in practice, for example, one that
works well across different devices with microphones.

We selected audio-based methods with the hope that
the algorithms would be able to recognize breathing pat-

terns similarly to how a human can distinguish between
inhalation and exhalation based solely on sound. Humans
can effortlessly determine whether someone is inhaling
or exhaling based on the auditory characteristics of the
breath. By applying these methods, we aimed to achieve
comparable recognition accuracy in our models.

2. State of the Art
Real-time breath detection is valuable for monitoring

respiratory rate, which can help identify various condi-
tions such as stress, pain, and physical exertion [1]. Mon-
itoring respiratory rate is crucial not only for assessing
people’s health but also for themedical care of animals [5].
Currently, most effective breath detection methods utilize
face masks [6, 7, 8] or accelerometers [9, 10, 11]. However,
these methods are often invasive and may be uncomfort-
able for users who require long-term breath monitoring,
underscoring the need for non-invasive alternatives.

Microphones offer a promising non-invasive solution
[12, 13, 14, 15, 16, 17]. However, challenges arise when the
subject is inmotion (e.g., during sleep or physical activity),
as the microphone may become dislodged. The invasive-
ness of traditional methods has been particularly high-
lighted in studies focused on detecting respiratory rates
in sleeping children [18].

Advanced breath detection methods utilizing elec-
tromagnetic waves transmitted and received by various
types of antennas [19] offer high precision and can
monitor breathing without direct contact with the body.
However, they come with significant drawbacks: they
are often expensive to implement, require specialized
equipment, and can be sensitive to interference and
changes in body position, leading to unstable results.
In contrast, breath detection using a microphone is a
much more affordable and accessible solution, which
can even be achieved with a standard smartphone [20].
This approach eliminates the need for costly devices and
allows for widespread use in everyday life, making it an
attractive alternative to advanced technologies.

Numerous complex devices are also being devel-
oped that combine various detection methods, such as
those using accelerometers alongside other technologies
[9, 10, 11, 21]. Although these devices achieve high
accuracy, they tend to be expensive and uncomfortable,
making them less practical for everyday use. In con-
trast, a microphone, which is commonly available in
smartphones, offers a more convenient and cost-effective
solution for breath detection. This makes microphone-
based detection not only widely accessible but also a
simpler alternative to sophisticated and costly systems.

Detecting respiratory rate using a microphone is
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one of the least invasive techniques available. This
approach often involves classifying the sound using
spectral analysis [16, 17] or Mel Frequency Cepstral
Coefficients (MFCC) feature extraction [13, 14, 15]. In
addition to spectral analysis (using neural networks to
classify spectrograms derived from breathing sounds)
and MFCC feature extraction (using MFC coefficients in
a neural network for classification), we have researched
the use of the VGGish model. This model returns a
vector of 128 features for every one-second-long sound
input. These features were then used in a random forest
classifier to classify breathing sounds. These and other
methods are comprehensively reviewed in [22, 23].

3. Methodologies

3.1. Test and train data
The primary dataset consists of a total of 1,000

recordings, each approximately three seconds long. The
recordings are categorized into three distinct types:

▶ 400 inhalation recordings
▶ 400 exhalation recordings
▶ 200 silence recordings

These recordings were captured using four different
microphones to ensure a variety of recording conditions:

▶ Professional Microphone: High-quality studio micro-
phone.

▶ In-Ear Headphones Microphone: Standard micro-
phone found in typical in-ear headphones.

▶ Headset Microphones: Two different microphones
from headsets.

The recordings were made by three different individ-
uals to capture a range of breathing patterns and varia-
tions. Each recording contains a single inhalation, exha-
lation, or a period of silence between breaths. The audio
files are in WAV format, and the entire dataset occupies
474 MB of storage. This dataset can be accessed in the
research’s repository on GitHub, where it is available for
download and further analysis.

3.1.1 Training and Testing Details
▶ MFCC and VGGish Models: The training for MFCC
and VGGish models utilizes the entire 1,000 record-
ings (400 inhalations, 400 exhalations, and 200 silence
recordings). The models were tested on 90 recordings
made specifically for spectrogram analysis training.

▶ Spectrogram-Based Models: A special dataset consist-
ing of 90 recordings was created specifically for spec-

trogram analysis. The models trained on this dataset
are tested on 200 randomly selected recordings from
the original 1,000 recordings.

3.2. VGGish model
VGGish is a pre-trained model available on GitHub.

The VGGishmodel processes one-second (actually 0.975s)
audio clips and returns a 128-dimensional feature vector
for each clip. These features are theoretically universal
for any sound. VGGish utilizes mel-spectrograms and a
specially trained model based on the popular family of
convolutional neural networks known as VGG. Spectro-
grams are graphical representations of the spectrum of
frequencies of a signal as it varies with time, forming a
matrix of values that can be displayed as an image. Mel-
spectrograms are a type of spectrogram where the fre-
quency bands are not evenly spaced, unlike traditional
spectrograms. Instead, the bands are spaced according to
the human ear’s perception of sound, which is more sen-
sitive to lower frequencies. Therefore, mel-spectrograms
can better reflect human auditory perception.

Mel-spectrograms (or spectrograms) are then used to
train neural networks. This approach is one of the most
common methods for sound classification [24, 25, 26].

The data were divided into training and testing sets.
The VGGish model automatically splits the recordings
into one-second segments. The labeled feature vectors
from the training data were used to train a Random Forest
classifier from the sklearn.ensemble library in Python.
Default parameters were used (a Grid Search to explore
possible parameter combinations showed that the default
parameters yielded the best results for this problem).

3.3. Spectral analysis
A spectrogram is an image created from a sound sam-

ple. On the X-axis, successive spectra are calculated us-
ing the Fast Fourier Transform, while on the Y-axis there
are tested bands. The color of each pixel corresponds to
the amplitude of a particular frequency band at a spe-
cific time during the recording. By employing spectro-
grams, sound recognition, and classification are simpli-
fied to image classification, enabling the use of neural net-
works adapted for this purpose. This approach is funda-
mental for sound recognition [27, 28] and classification
[24, 25, 26].

The dataset was divided into quarter or half-second
labeled recordings. Each recording was transformed
into a spectrogram, and these images were used to
train a neural network. For this purpose, we used a
pre-trained MobileNetV2 image classification model from
the TensorFlow Python Library.
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Figure 1: Average inhale spectrum before Y-axis normalization

Figure 2: Average exhale spectrum before Y-axis normalization

Using the Librosa library’s built-in function for spec-
trogram creation did not yield desired results. The result-
ing model exhibited low accuracy and was not suitable for
real-time applications. This was likely due to saving the
image as a PNG file and resizing it to meet the network’s
requirement of 224x224 pixels. These processes might
have led to the loss of valuable features essential for distin-
guishing between inhalation and exhalation sounds. Even
employing more complex networks like EfficientNetV2B0
or VGG resulted in overfitting.

One of the key challenges is the inherent similarity
between inhalation and exhalation sounds, which makes
it difficult for machine learning models to differentiate be-
tween them. Additionally, the lack of parameter tuning
during spectrogram creation in the initial approach led to
poorly scaled images, which had to be adjusted later to fit
the network’s requirements, potentially resulting in the
loss of valuable features [29]. Because of these factors, ef-
fective spectral analysis required maximizing the extrac-

tion of sound features. One of the issues may have been
poor-quality training data. A new test set of 90 recordings
(30 inhalations, 30 exhalations, and 30 silent recordings)
was manually filtered to ensure easy recognition by a hu-
man listener. Previously used data may have accidentally
worked against the model due to carelessness in their col-
lection. The analyzed problem may perform better with a
smaller, more representative dataset that is carefully col-
lected, rather than relying on a large quantity of data [30].
Additionally, signal spectra were analyzed for each class,
revealing the average inhale spectrum (Figure 1), the av-
erage exhale spectrum (Figure 2), and the average silence
spectrum (Figure 3).

Figure 3: Average silence spectrum before Y-axis normalization

Figure 4: Average inhale spectrum after Y-axis normalization

The scaled Y-axis for exhalation and silence makes
the graphs themselves almost identical. This can be
explained very easily: when exhaling, a person actually
blows into the microphone which creates a sound similar
to a very loud noise, the same noise that is contained
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in recordings of silence. By giving the averaged spectra
an equal scale, it is already possible to see the differ-
ences between each class: the average inhale spectrum
(Figure 4), the average exhale spectrum (Figure 5), and
the average silence spectrum (Figure 6) clearly illustrate
these differences.

Figure 5: Average exhale spectrum after Y-axis normalization

Figure 6: Average silence spectrum after Y-axis normalization

It is noticeable that the greatest differences are seen
at lower frequencies. At frequencies above 10 kHz, the
amplitudes of the bands are similar for all three classes:
close to zero. This means that it is best to consider mainly
the lower frequencies. Already at this stage, it can be spec-
ulated that the model created will most likely distinguish
exhale from silence mainly by loudness.

The image resolution required by the network
demands adjusting the parameters for creating spec-
trograms to achieve maximal accuracy [29]. To this
end, a Fast Fourier Transform from the SciPy library in
Python can be used to return a matrix consisting of a

vector of spectra calculated using a sliding window at
successive moments of sound. It is important to choose
the transformation parameters so that the transformation
returns a matrix as close as possible to the 224x224
pixels required by the network. Of course, redundant
spectra can be trimmed from the matrix without much
loss of feature quality. By using an appropriate number
of samples for the transformation, the band intervals that
the spectrogram should take into account can be manip-
ulated. For example, if the transformation is performed
for 1024 points, i.e. 513 frequency bands are obtained at
equal distances, and the sampling frequency is 44.1 kHz,
i.e. we are investigating frequencies up to about 22 kHz
(human hearing range), then using the first 224 bands for
the spectrogram will result in only the frequency bands
from 0 Hz to about 10 kHz being taken into account.

A final problem is the RGB format of the image re-
quired by MobileNetV2. A spectrogram is not exactly an
image, but a matrix consisting of vectors of spectra, where
each spectrum is a vector of amplitudes over successive
frequency bands. A spectrogram can be represented by a
colour image, but saving a spectrogram in a format that
uses RGB colours (for example, PNG format) could re-
sult in unnecessary loss of features. Therefore, spectro-
grams are best treated as arrays (for example the NPY for-
mat supported by the NumPy library in Python allows ar-
rays of numbers to be saved without compression on the
computer) and passed to the model in this way for model
training purposes. The three-dimensional color format
required by MobileNetV2 was solved by superimposing
the same matrix three times (the size 224x224x1 was thus
converted into a size 224x224x3), which should not hin-
der the network for proper classification. Additionally, the
MobileNetV2 base network with pre-trained weights was
deactivated from training due to its tendency to induce
model overfitting, likely stemming from its high parame-
ter count. Consequently, only the following components
underwent training: an input layer used to resize input
data from single-channel to three-channel color, and fol-
lowing the MobileNetV2 base network, a pooling layer,
a flattening layer, a Dropout layer with a 50% dropout
rate, and a final dense output layer with softmax activa-
tion function for classifying into 3 classes.

Real-time classification at this point involves taking
quarter- or half-second recordings, creating a 224x224
matrix representing spectrograms from them and then
classifying these spectrograms by a pre-trained neural
network.

3.4. MFCC feature extraction
Mel Frequency Cepstral Coefficients (MFCC) are

widely used in audio signal processing [25, 31, 32],
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particularly in speech [33, 34] and sound recognition
[35, 36, 37]. They transform an audio signal into a
compact representation that captures perceptually rel-
evant features by focusing on frequencies crucial for
human hearing. The process involves amplifying higher
frequencies to balance the audio spectrum, segmenting
the signal into overlapping frames, and converting it to
the frequency domain. Filters are then applied according
to the mel scale, followed by a logarithmic transforma-
tion and Discrete Cosine Transform (DCT) to reduce
dimensionality.

MFCCs are effective because they focus on the
frequencies most important for human hearing, making
them well-suited for tasks like speech recognition, music
classification, and speaker identification.

As with the spectrogram analysis, the test and
training data set was divided into half-second labeled
recordings (half-second gave the best results). MFCC
coefficients were calculated for each recording. These
data were then used to teach the neural network. In this
study, customized network models were tested, based on:

• Several convolution layers and several dense layers.
A ’Dropout’ regularization technique was also used to
help prevent the model from overfitting.

• Three LSTM layers and three dense layers.

The number of convolutional as well as dense layers
was adjusted by trial and error. Despite many attempts to
train the firstly described network, the described model
for validation data showed lower accuracy, so the focus
was on using a recurrent network.

4. Results

4.1. VGGish model results

4.1.1 Accuracy and confusion matrix
For the test data, the generated classifier showed an

accuracy of approximately 87%.

Table 1: VGGish confusion matrix

The value foreseen
Inhale Exhale Silence

Actual value
Inhale 113 26 5
Exhale 4 146 4
Silence 6 5 85

The confusion matrix (Table 1) presents a small
number of erroneous decisions, with the confusions
distributed mostly evenly between the classes. The

exception is the classification of inhalation as exhalation
- this mistake occurs several times more often than the
other mistakes. This may be due to the fact that some
inhalation recordings in the test set used are hard to
classify even for a human, as they sound very similar
to exhalation. Unfortunately, such cases are hard to
counteract.

4.1.2 Precision, sensitivity, and ROC curve
For the classification of each class, the values of pre-

cision (understood as the quotient of true positives by the
sum of true positives and false positives) and sensitivity
(as the product of true positives by the sum of true posi-
tives and false negatives) presented below were obtained.
In addition, an F1 value was calculated, representing the
harmonic mean of precision and sensitivity (Table 2).

Table 2: VGGish Precision, Sensitivity, F1

Inhale Exhale Silence
Precision 0.89 0.84 0.91
Sensitivity 0.81 0.93 0.89
F1 0.85 0.88 0.90

The relationship between precision and sensitivity
values for different values of the classification threshold
(in this case, probability sufficient to predict a class) is in
Figure 7.

Figure 7: VGGish Precision vs Recall Curve

The results obtained for each class were averaged us-
ing the macro-averaging method, giving each class the
same weight. The final results obtained were:

• Precision: 0.88
• Sensitivity: 0.87
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• F1: 0.88

The values obtained are similar, indicating an appro-
priate compromise between precision and sensitivity and
therefore a properly chosen decision threshold.

A graph of the receiver operating characteristic
(ROC) curve for the tested method is shown in Figure 8.

Figure 8: VGGish ROC Curve

The vertical axis (true positive rate) represents sen-
sitivity, i.e. the proportion of observations belonging to a
given class that were correctly classified as belonging to
that class by the classifier under test. The horizontal axis
(false positive rate) represents the 1-sensitivity value, i.e.
the percentage of observations not belonging to a given
class that were incorrectly classified as belonging to that
class.

The AUC, or area under the ROC curve, was calcu-
lated for each of the analysed classes. These amounted to
respectively:

• Inhalation: 0.96
• Exhale: 0.96
• Silence: 0.98

From this, it can be concluded that the classifier per-
forms best in silence detection - achieving a high TPR
value while keeping the FPR at an acceptably low level.

The classifier achieved high performance in both
breath detection in quiet conditions and in environments
with light noise.

4.2. Spectral analysis results

4.2.1 Accuracy and confusion matrix
Model classification performance was investigated

for 0.5s and 0.25s recordings and for the points used
for Fourier transforms of 512, 1024, 2048, and 4096.
The best results were observed for models learned on
spectrograms that were created for 2048 points of fast
Fourier transform (0.5s and 0.25s). It is these models that
the results will be compared.

The accuracy for the following models was:

▶ Mobile Net, 2048, 0.25 - 83%
▶ Mobile Net, 2048, 0.5 - 83%

The following confusion matrices were obtained in
Table 3.

Table 3: Spectral analysis confusion matrix

The value foreseen
Inhale Exhale Silence

Mobile Net, 2048, 0.5s

Actual value

Inhale 75 31 0
Exhale 15 92 1
Silence 15 2 140

Mobile Net, 2048, 0.25s
Inhale 184 41 1
Exhale 43 181 5
Silence 25 13 281

4.2.2 Precision, sensitivity, and ROC curve
For the following models, the precision and sensitiv-

ity values shown in Table 4 were obtained for each of the
classes analyzed.

Table 4: Spectral analysis precision, sensitivity, F1

Mobile Net, 2048, 0.5s
Inhale Exhale Silence

Precision 0.71 0.74 0.99
Sensitivity 0.71 0.85 0.89

F1 0.71 0.79 0.94
Mobile Net, 2048, 0.25s

Inhale Exhale Silence
Precision 0.73 0.77 0.98
Sensitivity 0.81 0.79 0.88

F1 0.77 0.78 0.93

The results were averaged using the macro-
averaging method, giving each class equal weight. It is
shown in Table 5.

A compromise between precision and sensitivity has
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Table 5: Averaged spectral analysis precision, sensitivity, F1

Mobile Net,
2048, 0.5s

Mobile Net
2048, 0.25.s

Precision 0.81 0.83
Sensivity 0.82 0.83
F1 0.81 0.83

been achieved.

Graphs of the relationship between precision and sen-
sitivity for the following models are presented in Figure 9.

Figure 9: Spectral Analysis precision vs recall

An ROC curve was plotted for each model and the AUC
(area under curve) was calculated. It is shown in Figure 10.

Figure 10: Spectral analysis ROC curve

The curves show the relationship between the per-
centage of true-positive classifications (TPR) and the per-
centage of false positives (FPR). AUC values were also de-
termined - the areas under the graph of the curves, shown
in Table 6.

Table 6: Spectral analysis AUC values

Mobile Net, 2048, 0.5s Mobile Net 2048, 0.25.s
Inhale 0.85 0.91
Exhale 0.94 0.92
Silence 0.99 0.99

From the above data, it can be seen that all tested
models perform best in silence detection, achieving high
TPR for low FPR. This is particularly evident for the first
model (Mobile Net, 2048, 0.5), for which the ROC curve
reaches a value close to 1 almost over the entire range.
For exhalation, the first model (Mobile Net, 2048, 0.5)

also performs better than the others, although noticeably
worse than for silence. For inhalation, its effectiveness
decreases and the second model (Mobile Net, 2048, 0.25),
which achieves similar results for the inhalation and
exhalation classes, is then more effective.

4.3. MFCC feature extraction results

4.3.1 Accuracy and confusion matrix
An accuracy of 87% was achieved for the test data.

Table 7 presents a confusion matrix in which the rows
correspond to the correct classification decisions and the
columns to the decisions predicted by the classifier:

Table 7: MFCC confusion matrix

The value foreseen
Inhale Exhale Silence

Actual value
Inhale 27 2 1
Exhale 3 27 0
Silence 5 1 24

4.3.2 Precision, sensitivity, and ROC curve
The following precision and sensitivity values were

obtained for the analyzed classes. The F1 value was also
calculated. It is shown in Table 8.

Table 8: MFCC precision, sensitivity, F1

Inhale Exhale Silence
Precision 0.90 0.77 0.96
Sensitivity 0.90 0.90 0.80

F1 0.90 0.83 0.87

A macro-averaging method was used to average the
results obtained for each class, giving each class the same
weight. The final results obtained were:

• Precision: 0.88
• Sensitivity: 0.87
• F1: 0.88

The values obtained are close, so a compromise be-
tween precision and sensitivity has been reached.

The relationship analyzed is shown in the Figure 11.
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Figure 11: MFCC precision vs recall

A graph of the receiver operating characteristic (ROC)
curve for the tested method is shown in Figure 12.

Figure 12: MFCC ROC curve

The AUC (area under the curve) values for each class
were respectively:

• Inhalation: 0.95
• Exhale: 0.95
• Silence: 0.96

The above results lead to the conclusion that the model
achieves similar performance for each of the analyzed
classes, with a slight advantage for silence detection
when considering the area under the graph. For a low
false positive rate (FPR below 0.05), the highest true
positive rate (TPR) was achieved for the expiration class.

4.4. Comparison of the Performance of the Models
on Identical, Longer Recordings and Different
Quality Microphones
Another method of testing the models is to check

models performance on longer, approximately 30-second
recordings. These recordings were created using micro-
phones of varying quality and manually labeled with
the classes present. For this experiment, recordings
were made using both high-quality and low-quality
microphones.

For a good microphone, on which much of the train-
ing data was created, the recordings were analyzed as fol-
lows (Figure 13):

Figure 13: Performance comparison using a high-quality micro-
phone.

For a low-quality microphone, found in low-cost in-
ear headphones, the following results were observed (Fig-
ure 14:

Figure 14: Performance comparison using a low-quality in-ear head-
phone microphone.
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5. Discussion

5.1. Comparison of the results of each method
The following performance metrics were selected to

compare the results obtained by the methods used the fol-
lowing performance metrics were selected:

• Accuracy, defined as the quotient of correct predic-
tions by the total number of predictions.

• F1 value, calculated using the precision and sensitiv-
ity values obtained and averaged over the classes ana-
lyzed using themacro-averagingmethod, giving equal
weight to each class.

The comparison in Table 9 includes the following ap-
proaches:

• Classification using a random forest based on features
obtained using the VGGish model.

• Spectrogram classification for quarter-second record-
ings using the Mobile Net with an assumed 2048
Fourier points.

• Classification using mel scale frequency cepstral coef-
ficients (MFCC).

Table 9: Approach comparison

Approach Metrics
Accuracy F1

VGGish, random forest 87% 0.88
Spectrogram analysis 83% 0.83

MFCC 87% 0.87

The summary shows that the approaches used have
similar levels of performance for the problem under anal-
ysis, with the use of cepstral frequency coefficients and
the VGGish model in combination with a random forest
yielding the highest values for the metrics analyzed.

5.2. Comparison of the performance of the models
on identical, longer recordings and different
quality microphones.
For recordings made with a high-quality micro-

phone, the models effectively depicted the breathing
rhythm. However, some misclassifications of single,
quarter-second segments were observed throughout the
graphs. These misclassifications did not significantly
affect the informative value of the graphs. The model
based on the spectral analysis performed the worst,
frequently misclassifying inhalation as silence. Around
26 seconds into the recording, all models classified a pair
of segments as silence, contrary to the human labeling

of the recording. This discrepancy may be due to a
short pause during the conversion from inhalation to
exhalation that was not labeled by the recording tagger.

For recordings made with a low-quality microphone,
such as those found in low-cost in-ear headphones, more
errors were observed. The model based on cepstral coef-
ficients performed the best. Despite increased errors, the
VGGish model also performed reasonably well. The spec-
tral analysis-based model performed the worst, failing to
detect silence altogether and often misclassifying silence
as inhalation. Despite its shortcomings, the model was
able to change classes effectively during breathing phase
transitions. However, the issues with silence detection
render this model unsuitable for use with poor-quality mi-
crophones.

In summary, the type of microphone has a decisive
impact on the prediction quality of the analyzed models.
The cepstral coefficients-based model proved to be the
most versatile, yielding satisfactory results for both high
and low-quality microphones. Conversely, the spectral
analysis-based model performed poorly with low-quality
microphones, making its predictions unsuitable for
practical use in such cases.

6. Conclusion and future works
This study evaluated various breath detection

methods, focusing on their effectiveness in classifying
different breathing phases based on audio recordings.
Among the methods assessed were the VGGish model
combined with a random forest, spectrogram analysis
with MobileNet, and the use of Mel Frequency Cepstral
Coefficients (MFCC). The results demonstrated that while
all methods showed reasonable performance, there were
notable differences in their accuracy and robustness.

The VGGish model coupled with a random forest
achieved the highest performance metrics, with an accu-
racy of 87% and an F1 score of 0.88. Similarly, the MFCC
method also performed well, achieving an accuracy of
87% and an F1 score of 0.87. Although slightly less
effective, the spectrogram analysis method also provided
useful results, with an accuracy of 83% and an F1 score
of 0.83.

Despite these promising outcomes, the models ex-
hibited limitations, especially when applied to recordings
from low-quality microphones. The spectral analysis
model, in particular, struggled in these conditions, often
misclassifying silence as inhalation and failing to detect
silence accurately. This sensitivity to audio quality makes
the spectral analysis method less suitable for practical
applications where varying recording conditions are
expected.
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Overall, the cepstral coefficients-based model proved
to be the most versatile and robust, delivering consistent
results across different microphone qualities. However,
the performance of all models fell short of the high-
precision requirements needed for critical applications
such as medical diagnostics, where near-perfect accuracy
is essential.

To improve breath detection methods, several steps
can be taken. Enhancing feature extraction techniques
can provide a better understanding of breathing sounds
and lead to improved accuracy. It’s also crucial to improve
data quality by collecting recordings from various micro-
phones and environments and using data augmentation
to simulate different scenarios. This will make the models
more reliable.

Refining the models by experimenting with differ-
ent neural network architectures and hybrid approaches is
important. Testing these models with both high and low-
quality recordings will help evaluate their performance
under diverse conditions. Additionally, customizing the
models for specific applications, like monitoring breath
rates for cyclists, can increase their practicality.

In summary, while the current methods are a solid
foundation, there’s significant potential for improvement.
With further development, thesemodels can becomemore
accurate and adaptable for various applications.
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