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Abstract

An audio processing and classification pipeline is presented in this work. The main focus is on the classification of
sounds in a marine acoustic environment, however, the presented approach can be applied to other audio data. Audio
samples from heterogeneous sources automatically spliced, normalized and transformed into spectrogram based visual
representation are tagged on the pipeline input. The said representation is then used to train a convolutional neural

network that can identify the presented categories in future recordings.
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1. Marine acoustic environment

The concept of a soundscape, initially proposed by
Southworth [1] and subsequently popularized by Schafer
[2], pertains to an auditory milieu or composite of sounds
that emerge from an immersive environment. The notion
of a soundscape encompasses not only the inherent acous-
tic characteristics of the natural surroundings, compris-
ing animal vocalizations constituting an expression of a
collective habitat, aptly referred to as biophony, but also
includes the sounds emitted by weather phenomena and
other natural elements, termed as geophony. Moreover,
the environmental sounds generated by human activities
find their place within the framework of anthropophony.
While individuals may commonly associate the marine
domain with serenity and silence, the veracity of this per-
ception diverges significantly from the reality experienced
by the numerous organisms inhabiting these aquatic realms.
Human undertakings such as transportation, dredging, and
drilling operations, as well as oceanographic investiga-
tions, invariably engender sounds and vibrations that im-
pinge upon the behavioral patterns of marine life [3, 4],
and in some instances, drive species to extinction. A con-
scientious effort within this research endeavor was directed
towards amassing a highly versatile dataset, underpinning
the aspiration for a classification model of optimal gen-
erality. Fig. 1 provides a diagram, presenting a compre-
hensive delineation of the diverse categories within the
dataset. The primary dichotomy discerns between natural
and anthropogenic sound sources, subsequently branch-
ing them into subdivisions that delineate between vari-
ous natural sources, with a particular focus on the marine
fauna. Further distinctions are made within the marine
animal domain, encompassing pinnipeds, invertebrates,
and cetaceans. However, it is crucial to acknowledge that
the present work does not encompass the broad spectrum
of piscine organisms, despite their capacity for generating
an extensive repertoire of sounds.

1.1. Marine Mammals

Marine mammals encompass a diverse assemblage of
mammals reliant upon the oceans or other marine ecosys-
tems for survival. This group includes notable species
such as seals, whales, manatees, sea otters, and polar bears.
It is worth noting that marine mammals do not constitute
a monophyletic group derived from a common ancestor.
Rather, their shared characteristics result from a conver-
gent evolution [5], as depicted in Fig. 2.

The extent of adaptation to the marine environment
exhibits considerable variation across different species.

Cetaceans and sirenians are fully aquatic, whereas
seals and sea lions are semi-aquatic creatures that spend a

significant portion of their time in the water while still re-
lying on the land for vital activities such as mating, breed-
ing, and molting. Otters and polar bears, in contrast, ex-
hibit lesser adaptations to an aquatic lifestyle. Despite
their relatively lower numbers compared to their terres-
trial counterparts, marine mammals hold a crucial eco-
logical role in preserving marine ecosystems. However, it
is disconcerting that 36% of marine mammal species face
threats and are considered endangered [7]. Habitat degra-
dation poses a significant risk to these creatures, hinder-
ing their ability to find sustenance. Furthermore, noise
pollution detrimentally affects mammals reliant on echolo-
cation, while the impacts of climate change pose signifi-
cant challenges to Arctic ecosystems. More than one-third
of marine mammal species face endangerment or extinc-
tion.

Baleen whales Mysticeti, colloquially known as baleen
whales, comprise a parvorder within the infraorder Cetacea.
They represent a widely distributed and diverse group of
carnivorous marine mammals distinguished by the pres-
ence of baleen plates instead of teeth. The Mysticeti par-
vorder encompasses the families Balaenidae (right whales),
Balaenopteridae (fin whales), Cetotheriidae (dwarf right
whale), and Eschrichtiidae (gray whale). At present, fif-
teen species of mysticetes are recognized. Mysticetes emit
a varied repertoire of vocalizations, often referred to as
“songs”, with humpback whales (Megaptera novaeangliae)
particularly renowned for their melodic compositions.

Toothed Whales Odontoceti, commonly referred to as
toothed whales, constitute a parvorder within the cetacean
order, encompassing dolphins, porpoises, and other whales
that possess teeth, including beaked and sperm whales.
Toothed whales represent some of the most widely dis-
tributed mammals, with many species, particularly dol-
phins, exhibiting highly social behavior and forming pods
comprising over a thousand individuals [8].

Pinnipeds Pinnipedia, commonly known as pinnipeds,
form a diverse clade of marine mammals characterized by
finned limbs and semi-aquatic lifestyle. The group com-
prises families of walruses, fur seals, and true seals. In
addition to producing simple vocalizations like barking
or walrus-like sounds, pinnipeds also have a repertoire of
more complex vocalizations, including songs.

1.2. Other aquatic life

Apart from marine mammals, the world’s oceans are
home to numerous other organisms. Fish produce a wide
range of underwater sounds for communication, mating,
and territorial displays [9]. Some crocodile species, which
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Figure 1: Overview of categories used in this project

can occasionally be found in coastal waters, emit low-
frequency vocalizations, particularly during courtship or
territorial displays [10]. While most bird species do not
produce sounds underwater since their vocalizations are
primarily adapted for the air, penguins are an exception.
They communicate using a variety of vocalizations, in-
cluding trumpeting, braying, and soft vocal calls, both on
land and underwater [11]. Cephalopods like octopuses
and squids can produce sounds through various mecha-
nisms, including jet propulsion and muscle contractions.
They use these sounds for communication, defense, and

courtship. Some squid species produce high-pitched click-

ing sounds, while others emit low-frequency rumbling sounds

—

12]. Crustaceans generally do not produce vocalizations
in the same way as other animals. However, some shrimp
species can produce snapping sounds by rapidly closing
their pincers. These sounds are typically used as defensive
signals [13]. Jellyfish and cnidarians, such as corals, do
not possess vocalization capabilities and therefore do not
produce sounds in the traditional sense. However, some
species of jellyfish can produce faint popping or crackling
sounds due to the release of gas bubbles [14].




Human
Rhesus macaque
« Baboon

Marmoset

Mouse
Rat
Pig
Alpaca A 1%
o
Bottlenose dolphin g-,
Killer whale g
Cow ;‘
L Sheep
Horse
r = Cat
| o}
L
Walrus 5,
Ry
Big brown bat
>
: Elephant - 3
Manatee ol
- Armadillo ®
Opossum
Platypus

0.1 substitutions/site

Figure 2: Evolutionary tree of marine mammals [6]

For the initial stages of the research, the fish category
was dropped due to its extensive diversity. Birds and rep-
tiles were also excluded due to limited diverse audio data.
Cephalopods, crustaceans, cnidarians, echinoderms, and
mollusks were grouped as invertebrates.

1.3. Natural Events

Underwater natural events produce a variety of sounds
that contribute to the overall underwater acoustics. These
events include:

Ice Ice-related soundsare common inregions with float-
ing ice, such as the Arctic and Antarctic. Icebergs, which
are large pieces of ice that have broken off from glaciers
or ice shelves, create distinct sounds as they drift, col-
lide, and grind against each other. These sounds can be
loud and produce vibrations that register on seismome-
ters as hydroacoustic Iceberg Harmonic Tremors (IHTs),
also known as "iceberg songs." [15].

Volcanoes and thermal vents Underwater acoustics
plays a crucial role in mapping, monitoring, and evalu-
ating submarine volcanic eruptions. Acoustic data pro-
vides valuable information about the duration, frequency,
intensity, and evolution of a volcanic activity over time.
Gas-driven explosions associated with volcanic eruptions
produce acoustic signals ranging from 1 to 80 Hz, peaking
at approximately 30 Hz [16]. These signals exhibit a sud-
den onset, gradual rise in the amplitude over 30 seconds,
and a subsequent sharp increase.

Earthquakes Hydrophones, underwater microphones,
are used to detect and measure submarine earthquakes.
Seismic energy from these earthquakes is converted into
acoustic energy at the seafloor-water boundary. The acous-
tic signals, known as Tertiary waves, typically range from
4 to 50 Hz. Hydrophones can detect earthquakes at signif-
icantly lower magnitudes than land-based seismometers,
providing valuable information for earthquake monitor-
ing and research [17].

1.4. Anthropogenic sounds

Anthropogenic, or human-generated noise in the ma-
rine environment is increasing at an alarming rate, posing
a significant threat to marine ecosystems and the survival
of marine organisms, including mammals, fish, and other
ocean animals. Marine animals rely on sound for vari-
ous essential activities such as navigation, finding food,
locating mates, avoiding predators, and communication.
The proliferation of underwater noise from human activ-
ities can have adverse effects on marine life, ranging from
discomfort to injury and death. Additionally, noise can
interact with other environmental threats, such as hiding
acoustic cues used by animals to avoid ships or becoming
entangled in fishing gear [18].

Commercial shipping Studies have shown that the emis-
sion of underwater noise from maritime transport, partic-
ularly commercial shipping, can have both short-term and
long-term negative consequences for the marine fauna,
especially marine mammals [19]. In 2014, the IMO ap-
proved guidelines to reduce underwater noise generated
by merchant ships [20]. These guidelines primarily focus
on the main sources of underwater noise, including pro-
pellers, hull shape, onboard machinery, and operational
aspects. The guidelines provide recommendations for the
ship design, construction, and maintenance practices, such
as hull cleaning to mitigate underwater noise. The pro-
peller cavitation, which generates noise across a broad
frequency band and discrete peaks in harmonics, is a sig-
nificant contributor to the underwater noise.

Dredging Dredging is an excavation activity that in-
volves the removal of materials from the seafloor, lake bot-
toms, riverbeds, harbors, and other water bodies. During
dredging operations, underwater noise is generated due to
the movement and excavation of sediments. The noise can
come from various sources, including the dredging equip-
ment itself, such as suction pumps, cutterheads, and exca-
vators, as well as the deposition of dredged material. The
noise generated by dredging activities can have an impact
on marine life, including fish, marine mammals, and in-
vertebrates. The underwater noise generated by dredg-
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ing can affect marine organisms in several ways. It can
disrupt their normal behavior, including feeding, mating,
and communication [21].

Wind turbines Underwater sound is generated during
the construction, operation, and decommissioning of off-
shore wind turbines. Vibrations from the turbine’s in-
ternal components, such as the generator and gearbox,
are transmitted down the main shaft and into the foun-
dation, propagating into the water column and seafloor
[22]. This mechanical noise generated by offshore wind
turbines is typically concentrated at low frequencies be-
low 1 kHz, with a slight increase in the level as the wind
speed increases [23]. Ongoing research is also focused
on understanding the specific effects of the wind turbine
noise on marine organisms and developing effective miti-
gation strategies [24].

Tidal turbines Tidal turbines are another form of the
renewable energy technology that harnesses the kinetic
energy from tidal currents to generate electricity. These
turbines can be installed individually or as part of an array,
and they consist of rotor blades that spin when exposed to
tidal currents. Measurements of underwater sound pro-
duced by active tidal turbines have shown that the signals
are tonal and low frequency, typically ranging from 50 to
8200 Hz [25]. Higher frequency signals, up to 20 kHz, have
also been detected and linked to mechanical processes in-
side the turbine. Local marine animals may detect the un-
derwater sound associated with operational tidal turbines.
Studies have indicated that signals from tidal turbines can
be detected by harbor seals, porpoises, grey seals, and bot-
tlenose dolphins at varying distances from the turbines
[26]. The impact of tidal turbine noise on marine life is
still being studied, and research efforts are focused on un-
derstanding the potential effects on marine organisms and
developing appropriate mitigation measures [25].

2. Data sources used in this project

2.1. Discovery of Sound in the Sea Website

Discovery of Sound in the Sea is a website dedicated
to the popularization of marine acoustics, and it is avail-
able at www.dosits.org [27]. What is most important
from the point of view of this paper is that DOSITS pro-
vides an audio gallery which aggregates recordings from
a variety of sources [28].

The Discovery of Sound in the Sea website has been
developed by the University of Rhode Island’s Graduate
School of Oceanography (GSO) in partnership with In-
spire Environmental of Newport, RI. Funding was pro-

vided by the U.S. Office of Naval Research, the U.S. Na-
tional Science Foundation, the U.S. National Oceanic and
Atmospheric Administration, the E&P Sound & Marine
Life Joint Industry Programme, and the International As-
sociation of Geophysical Contractors.

As DOSITS is an aggregation site, actual credit for
recordings goes to other parties. Those will be referenced
directly in the case of recordings described in more detail
in this paper. However, due to its size, this paper will not
provide a complete list of acknowledgments for record-
ings used in the model’s training. It is to be assumed
that all recordings present at DOSITS on 01.02.2023 and
released under one of the variants of Creative Commons
were used.

The complete list may be provided directly via email
request from the corresponding author.

2.2. Watkins Marine Mammal Sound Database

One of the founders of marine mammal bioacous-
tics, William Watkins, carried out pioneering work with
William Schevill at the Woods Hole Oceanographic Insti-
tution for more than four decades, laying the groundwork
for our field today [29]. One of the lasting achievements of
his career was the Watkins Marine Mammal Sound Database,
aresource that contains approximately 2000 unique record-
ings of more than 60 species of marine mammals.

The archive! contains recordings that span seven decades,

from the 1940s to the 2000s and includes the first record-
ings of 51 marine mammals [30]. This resource is entirely
accessible online, as was Watkin’s goal.

3. Audio data processing

Digital audio processing refers to the manipulation of
digital audio signals using various algorithms and tech-
niques. This processing can be done in real-time, as the
audio is being captured or played back, or offline, as a
post-processing step.

3.1. Downsampling

In audio processing, the sampling rate refers to the
number of samples per second taken from an analog audio
signal and converted into digital format. The sampling
rate is typically measured in Hertz (Hz) and it determines
the frequency range of the digital audio signal.

During the analog-to-digital conversion, the contin-
uous analog waveform is sampled at regular intervals, and
each sample is assigned a numerical value that represents
the signal’s amplitude at that moment in time. The sam-

Ihttps://cis.whoi.edu/science/B/whalesounds/index.cfm
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pling rate determines how often these samples are taken,
and the higher the sampling rate, the more accurately the
digital representation of the audio signal captures the orig-
inal waveform.

The most common sampling rates used in audio pro-
cessing are 44.1 kHz and 48 kHz, which are used for CD
and DVD audio, respectively [31]. Other standard sam-
pling rates include 96 and 192 kHz, used in high-resolution
audio formats [31].

The choice of the sampling rate depends on the spe-
cific application and the desired level of audio fidelity.

Higher sampling rates produce a better sound quality
but require more storage space and processing power. Ad-
ditionally, some audio equipment may not support high
sampling rates, so the hardware capabilities may limit the
choice of the sampling rate.

Outbound motor recorded with 48000 samples per second
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1000

—2000

—=3000

0 5 10 15 20 25 30 5
Time [s]

Figure 3: Recording of an outbound motor with original sampling
frequency

The Nyquist theorem, also known as the Nyquist-
Shannon sampling theorem, is a fundamental concept in
the digital signal processing and communication theory.
The theorem states that in order to reconstruct a contin-
uous signal from its discrete samples accurately, the sam-
pling rate must be at least twice the highest frequency
component in the signal [32].

In other words, if a signal has the highest frequency
component of f,,,., then the sampling rate f; mustbe greater
than or equal to 2}, in order to accurately reconstruct
the original signal. This is because the discrete samples
can only capture information about the signal up to a cer-
tain frequency, known as the Nyquist frequency f,,, which
is half the sampling rate as described in equation 1.

s
=73 (1)

If the sampling rate is too low, the Nyquist frequency
will be lower than the highest frequency component of the
signal, resulting in aliasing or distortion. Aliasing occurs
when high-frequency components of the signal are folded
back into the frequency range captured by the lower sam-
pling rate, resulting in a distorted signal that cannot be
accurately reconstructed.

I

As seen in Figs. 3 and 4 while downsampling causes

Outbound motor recorded with 10 samples per second
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Figure 4: Recording of an outbound motor downsampled to 10 sam-
ples per second.

significant information loss, it can retain significant char-
acteristics of a signal. This information loss, as well as the
Nyquist theorem, may render downsampled recordings
no longer fit for classification. However, requiring high
sampling rates of recordings limits data sources to only
professional institutions with expensive audio recording
and processing equipment. Due to that, the choice of the
target sampling frequency is a compromise between the
quality and quantity of data.

One of the goals of this research is to prove that the
audio CD quality sampling (44.1 kHz) is enough for clas-
sification purposes in the context of the marine audio.

3.2. Splicing and normalization

Menodon Monoceros (Narwhal)

1000
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-1000

—2000

o 10 20 30 40
Time [s]

Figure 5: Source recording of Narwhal

Recordings will often contain a short silence before
and after a meaningful signal. There can be many rea-
sons, from human operators activating recording in an-
ticipation of an event to automated sensors not recording
the source of its initial trigger. Additionally, if the data is
prepared by amateurs or small teams, they may often just
splice the recording on specific timestamps and fail to trim
silent periods.

This leading and trailing silence generally does not
provide any significant information and can be removed
without any loss.

As can be observed in Fig. 6, the difference between
trimmed and source data from Fig. 5 is minimal. However,
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itis also very significant as the leading and trailing silence
can result in generation of splices that contain very little
useful information.

Monedon Monoceros (Narwhal) - trummed

1000

Amplitude

—=1000

—2000

o 5 10 15 20 5 30 35 40
Time [s]

Figure 6: Source recording of Narwhal with leading and trailing si-
lence trimmed

After downsampling, all inputs have the same num-
ber of samples per second. However, there is still a dif-
ference in the recording time. The other heterogeneity
comes from the amplitude of signals. This difference can
be significant for the training model, but it can also be a
severe downside. For example, a normalized input works
better in neural networks which are one of the more pop-
ular machine learning algorithms [33].

As visible in the plot in Fig. 5 the example recording
of a Narwhal lasts for about 40 seconds and an amplitude
with an absolute value over 2000 at peaks.

In order to unify the data, source recordings are di-
vided into splices. Each splice lasts for a predetermined
amount of time. If the raw record time is not a multi-
ple of the splice time, the trailing part of the record will
be dropped. A raw record will be dropped altogether, if
shorter than a single splice. Additionally, all values will
be divided by the largest absolute value in raw recording
resulting in signal values in a range between -1 and 1. It
is important to remember that it is possible not to have
a -1 or 1 value in a single splice, as normalization occurs
for the scope of the whole raw recording. Normalization
is an optional step, and it can be turned off if the orig-
inal amplitude value is important in the model creation.
The result of applying splicing and normalization to the
recording from Fig. 5 can be seen in Fig. 7

Just like downsampling, this step results in data loss.
The most egregious example of that is, of course, dropping
the trailing parts of the recording. Another loss of data
happens when removing information about absolute val-
ues of the amplitude, if normalization has been enabled.
Finally, information about the relation between samples
ending in separate splices is lost. This can be a significant
issue, as splices are created in arbitrary places.

In this step, most data loss occurs and limits the pro-
posed uses of the pipeline. For example, it cannot be used
for speech recognition algorithms, as cutting up a sen-
tence into small splices removes long-term relations be-

tween words necessary for understanding a sentence. It is
even possible for a splicing mechanism to split the record-
ing on a single word. It is, however, viable to use the pre-
sented pipeline for training algorithms that detects whether
the recording contains speech or not, as most of the spe-
cific frequencies and patterns will remain even in spliced
data.

3.3. Selection

After all categories have been filled with all possible
samples from given recordings, a selection the step will be
executed. The first part of the selection will be the removal
of categories that have fewer samples than the minimum
acceptable number which is given as a parameter to pro-
cessing a script.

This is done because when the number of training
samples is small, machine learning models can easily over-
fit the training data, which means that the model learns
the noise in the data rather than in the underlying pat-
terns. As a result, the model may perform well on the
training data but poorly on new data, and this issue is
called overfitting.

After removal of underrepresented categories, the small-
est representation will be taken from the remaining pool.
The resulting dataset sample distribution will look similar
to the one in Fig. 8. Then, to avoid overrepresentation, a
maximum number of samples per category will be calcu-
lated as the smallest representation multiplied by the max-
imum overrepresentation factor which is a value greater
than the one given as an algorithm parameter.

This step is necessary when one category has signif-
icantly more samples than others, and it creates an imbal-
anced dataset. Imbalanced data can cause machine learn-
ing models to be biased toward the majority class and may
result in poor performance in the minority class, as seen
in the confusion matrix in Fig. 9.

After the complete selection step, a balanced dataset
is generated, as shown in Fig. 10

3.4. Augmentation

Data augmentation can be used to increase the num-
ber of samples. It is not capable of creating new informa-
tion. However, it can inject noise to make the machine
learning model more robust [34]. One of the more com-
mon approaches to data augmentation is noise injection in
which a random or pseudorandom noise is added to pre-
existing data [35]. The most common noise used for that
purpose is white noise, a generic type of noise.

In this pipeline, the augmentation step is given a list
of noise colors and factors. Colors of noise refer to differ-
ent noise signals with specific spectral characteristics.
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Figure 7: Recording of Narwhal split into splices
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Figure 8: Category distribution in a dataset before selection, each
sector represents a different category

1. White noise: White noise has equal energy across
all frequencies in the audible spectrum. It is called
white noise because it contains all the frequencies
of the visible light spectrum, which combine to form
white light. It has a flat power spectral density and
sounds like a hissing sound.

2. Pink noise: Pink noise has a power spectral den-
sity that decreases by 3dB per octave as frequency
increases. This means that higher frequencies have
less energy than lower frequencies. Pink noise sounds
like a waterfall and is often used in audio testing and
calibration.

3. Brown noise: Brown noise has a power spectral den-
sity that decreases by 6dB per octave as frequency
increases. This means that higher frequencies have

significantly less energy than lower frequencies. Brow

noise sounds like a deep rumble and is often used in
audio testing and to mask unwanted sounds.

4. Blue noise: Blue noise has a power spectral density
that increases by 3dB per octave as frequency in-

creases. This means that higher frequencies have
more energy than lower frequencies. Blue noise sounds
like a hissing sound similar to white noise but with
a higher frequency emphasis.

5. Violet noise: Violet noise has a power spectral den-
sity that increases by 6dB per octave as frequency
increases. This means that higher frequencies have
significantly more energy than lower frequencies.
The violet noise has a sharp, hissing sound.

6. Grey noise: Grey noise is a type of noise with a
power spectral density that is flat in the middle fre-
quencies but has decreased energy towards the lower
and higher frequencies. It is a more natural-sounding
noise and is sometimes used in music production.

The noise factor refers to a relation between the high-
est noise amplitude and the highest amplitude of the the
source signal. Noise with a factor of 1 will be at its most
potent, as loud as the loudest sound in the source record-
ing, while the noise of factor 0.5 will be half-powerful
only.

Augmentation generates all possible combinations of
source recordings, noise colors, and noise factors. Hence,
for 200 unaugmented splices, three types of noises, and
two factors, there will be a total of 200 x 3 x 2 = 1200
augmented splices generated.

As shown in Figures 11 and 12, adding pink noise to a
recording of a torpedo changes the exact values of a signal
while retaining the patterns. It is important to remember
that the noise cannot be stronger than the original signal

n

as it will mask it. In other words, the original pattern will
be lost. In this project, the values of noise to the source
signal ratio were set in a range between 0.1 and 0.5.
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Figure 10: Category distribution in the dataset after selection, each
sector represents a different category

4. Visual data processing

Sound can be represented visually through the use of

Torpedo launch and explosion
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Figure 11: Recording of a torpedo launch and explosion

4.1. Fourier transform

Fourier analysis [36] is a mathematical technique used
to decompose a complex waveform into its component

spectrograms or waveforms. In this research, a spectrogram- frequencies. In the context of audio signals, Fourier anal-

based representation was used which is a visual represen-
tation of the frequency content of a sound over time. It is
created by plotting the frequency spectrum of a sound sig-
nal as a function of time. The x-axis of a spectrogram rep-
resents time, while the y-axis represents frequency. The
intensity of each point in the spectrogram represents the
magnitude or power of the sound at that frequency and
time. Spectrograms are commonly used to visualize and
analyze animal vocalizations, musical signals, and speech.

ysis is used to analyze the spectral content of an audio
signal, which can provide helpful information about the
signal’s timbre, pitch, and harmonic structure.

The Fourier transform works by expressing a signal
as a sum of sine and cosine waves of different frequencies,
each with its amplitude and phase. It can be calculated by
solving the equation 2.

F(v) = / " fe ™ dr @)
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Figure 12: Recording of a torpedo launch and explosion with added
pink noise

The Fourier transform algorithm calculates the am-
plitudes and phases of the Fourier series coefficients for
a given signal, which allows the signal to be expressed in
the frequency domain.

The Discrete Fourier Transform (DFT) is a version
of the Fourier transform that is used for analyzing digital
signals. Unlike the continuous Fourier transform, which is
defined over an infinite time domain, the DFT is defined
over a finite time domain, which makes it more suitable
for processing digital signals that are stored as discrete
samples.

N—1 ,
X (k)= Z Xpe WK (3)
n=0

The DFT works by taking a finite sequence of N sam-
ples and calculating the Fourier transform of that sequence.
The result is a sequence of N complex numbers, which
represent the frequency content of the input signal at dis-
crete frequency intervals.

The DFT can be computed using a matrix multipli-
cation operation, but this approach can be computation-
ally expensive. The Fast Fourier Transform (FFT) [37] is
a more efficient algorithm for computing the DFT and is
commonly used in practice.

The FFT works by exploiting the symmetry proper-
ties of the DFT to reduce the number of computations re-
quired. Specifically, the FFT is based on the divide-and-
conquer approach, which divides the input sequence into
smaller sub-sequences and recursively computes their DFTs.

The most commonly used implementation of the FFT
is the Cooley-Tukey algorithm [38], which recursively splits
the input sequence into two sub-sequences of length N /2,
computes their DFTs using the FFT algorithm, and then
combines the results to compute the final DFT of the orig-
inal sequence.

The Short-time Fourier transform (STFT) [37] is a
signal processing technique that analyzes a signal’s fre-
quency content over time. It is a modification of the Fourier
transform that allows us to examine the frequency content
of a signal as it changes over time.

The STFT works by dividing a more extended signal
into shorter segments, known as windows. Each window
is multiplied by a window function, such as a Hamming
or Hanning window, to reduce the spectral leakage that
can occur with the Fourier transform. The Fourier trans-
form is applied to each windowed segment to obtain its
frequency spectrum. Using overlapping windows, we can
obtain a time-frequency representation of the signal that
shows how the frequency content changes over time.

The STFT is commonly used in audio signal process-
ing, speech processing, and other areas of signal analy-
sis where the frequency content of a signal changes over
time. It is an essential tool for understanding the time-
frequency characteristics of a signal and is widely used
in many applications, including audio compression, noise
reduction, and audio synthesis.

4.2. Psychoacoustics and signal scaling

Psychoacoustics is a subdiscipline of psychophysics
that studies the relationship between sound stimuli and
the auditory sensations resulting from these stimuli. It
can be divided into external psychoacoustics and internal
psychoacoustics.

The prediction of the influence of these cognitive pro-
cesses is a matter of the discipline of subjective acoustics.
Psychoacoustics uses psychological and physical measure-
ment methods to measure auditory sensations. The meth-
ods of psychological measurement quantify the auditory
sensations from two stories or the psychological reactions
of the listener. Classical methods are the Békesy tracking,
Magnitude Estimation, and the Limits Method [39].

One of the premises of psychoacoustics is that a slight
variation in the magnitude of the stimulus does not nec-
essarily lead to a variation in the magnitude of the sensa-
tion. This occurs because it is necessary for there to be a
minimum variation in the stimulus so that there is a varia-
tion in the sensation that can be differentiated. The differ-
ence in the magnitude of the stimulus that causes a varia-
tion that can be justly perceived is known as the Just No-
ticeable Difference, the Difference Threshold, or the Non-
limiting Difference [39]. In this way, psychoacoustics pro-
vides essential information for product engineering or for
noise control because of, in both cases, the alteration of
a physical characteristic of the signal. The mel scale is
the pitch scale measured by the method of psychological
acoustics, which determines the subjective perception of
the sound level by the human ear concerning the objec-
tive scale of measuring the sound frequency in hertz. The
scale was defined in 1937 by Stevens, Volkman, and New-
man [40]. The name comes from the first three letters of
the English word melody. In 1946, Stevens published a
work entitled On the Theory of Scales of Measurement,
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which initiated the development of psychophysical mea-
surements using scaling methods. The unit of frequency
in this scale is mel. The relationship between the mel and
Hz scales is non-linear and is defined by the formula:

m = 25951og;,(1 (4)

+ ﬁ)

Based on the measurements, it was assumed that a
tone with a frequency of 1000 Hz at a sound pressure level
of 40 dB above the threshold of hearing had 1000 mels.
The number of mels is proportional to the pitch of a given
sound at a given frequency and loudness.

4.3, Visual representation of audio data

STFT converts a sequence of signal segments into a
sequence of harmonics, where: f is the value of a signal
sample, k is the number of this sample, N is the number
of samples, n is the number of the harmonic component i
n=0,...,N — 1, i is the imaginary unit.

One of the problems that can be encountered when
dealing with visual data is the memory required for stor-
ing initial images as well as responses of convolution lay-
ers. The memory requirement for storing a single image
is described in equation 5.

R
M:W><H><C><§ (5)

where M is the memory usage in bytes, W is the width
and H the height of image in pixels, C is the number of
channels, and R is the bit resolution of a single channel.
Hence, for example, a simple amateur digital photo that
will be printed on a 4 x 6 inch card with 1200 PPI (Pixels
Per Inch) resolution will have the following values.

24
M:4><1200><6><1200><3><§z311MB (6)

This imposes high limitations on the architecture of
convolutional networks as a layer that processes such an
image will output a result where the number of channels
is equivalent to the number of kernels. This means that a
single response will take approximately 1 GB of memory
for nine kernel layers. In the case of spectrograms, each
image parameter is directly tied to information about the
signal stored in it. The number of channels reflects how
many different spectrograms are stored in a single image.
The scope of this work will always be 1. However, it is
possible to store multiple spectrograms, for example, pure
STFT and MEL in a single image. The image height is de-
pendent on the minimum and maximum frequency regis-
tered as well as on the frequency resolution. This relation
is described by the equation.

Vimax — Vmin
H=——. 7
Av (7)

Figure 13: A 3-second splice visualized with linear and MEL scales
combined

5. Machine learning

The problem with the classification of data by experts
is its cost. Not only do those experts require a significant
amount of time to process all the gathered data, but they
also have to be paid, which in case of such a specific field
of experience usually bumps up the project costs signif-
icantly. The second issue is data storage or transfer. If
experts need to analyze spectrograms all data recorded by
the robot must be stored on a local device or transferred
to a remote location.

Due to that, an alternative data-based model gen-
erated with a machine learning algorithm will be imple-
mented. As it can be run on robot hardware, only signif-
icant data must be stored for revision, and noise can be
ignored.

6. Artificial neural networks

Artificial Neural Networks (ANNSs) are a type of a ma-
chine learning model that is inspired by the structure and
function of biological neurons in the human brain. ANNs
are composed of interconnected nodes or "neurons", or-
ganized into layers which process input data and produce
output predictions.

In ANNS, the input data is processed through a series
of layers, where each layer performs a mathematical oper-
ation on the input and passes the result to the next layer.
The first layer of the network is called the input layer, and
the last layer is called the output layer. The intermediate
layers are known as hidden layers because their compu-
tations are not directly visible in the output.

Each neuron in the network receives input from neu-
rons in the previous layer and computes a the weighted
sum of the inputs, passing through an activation function
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to produce an output. The weights and biases of the neu-
rons are learned during training using optimization algo-
rithms such as the gradient descent to minimize the error
between the predicted and actual output.

6.1. Dense layer

This is the most basic variant of the layer found in
neural networks present from Rosenblatt [41] perceptron
models. Such a layer consists of individual neurons, each
of which is connected to all of the previous layer outputs.
This means that the number of tunable parameters in a
given layer is described according to the formula

O =nxn_1+n (8)

where n; is the number of neurons in a given layer
and n;_; is the number of neurons in the preceding layer
[42]. Since this layer directly uses neurons based on the
McCulloch-Pitts model [43], the response of each neuron
is a linear function of the previous layer’s response that
has been further subjected to the activation function.

The dropout technique in neural networks relies on
the random shutdown of specific neurons during the learn-
ing runs. This technique was initially proposed by Hinton
in 2012 [44] then further developed by Srivastava [45].
They proved that the use of dropout could improve the
accuracy of a neural network by about two percentage
points. This is especially important in the case of net-
works capable of achieving high precision because im-
proving the score from 96% to 98% is more important than
from 60% to 62%.

The use of dropout prevents neurons in the model
from relying on neighbors in the same layer. Furthermore,
relying on a small fraction of the previous layer’s outputs.

The parameter that defines the dropout is the prob-
ability of dropout, which tells what the probability is that
every single neuron will be skipped in a learning cycle.
Most often, this parameter is set as 0.5. The retention
coefficient described by the formula shown in equation
9 also results from the dropout probability.

k=1-Py, %)

The TensorFlow [46] library uses a particular layer
called the drop layer. Adding it behind the regular neural
layer gives the application of abandonment to that layer.
After training, these layers are removed from the network.
Within the framework of the described project, all densely
connected layers appear as a folding pair from the more
dense layer and the drop layer.

!
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Figure 14: A pair of dense and dropout layers

6.2. Convolutional layer

Much of the growth of deep learning is primarily due
to advances made in computer vision. One of the most
used algorithms in this field is convolution, from which
the convolutional neural network (CNN) is derived. In
addition to being a system inspired by the primary vi-
sual cortex, the network can decipher or learn the patterns
more complexly existing in a set of images, and it does it
utilizing said the convolution. Fundamentally, the con-
volution comprises an operator with two functions; the
image and the filter or kernel. The function takes a part
of the image and highlights patterns by multiplying each
point of the image fragment with the filter elements. The
result is weighted into a sum, and the generated values
are located at the position corresponding to the position
of the image fragment. The process is repeated, moving
the filter across the entire image, creating an image with
highlighted features that depend on the filter structure.
In the case of CNN, the convolution is performed simi-
larly. However, the images generated by the convolution
are known as feature maps.

In this context, the parameters of training the net-
work are the weights associated with all the filters, i.e., the
network learns the optimal filters to highlight the high-
level features that converge to the desired task. The pro-
cess is repeated layer after layer creating more features
which are more abstract each time. In addition, the CNN
architecture can also be implemented with other types of
networks, such as fully connected models. Fig. 15 shows a
graphical description of the convolutional process where
the input image generates one or more maps of character-
istics that depend on the number of filters for that layer.
In the same way, each layer can have the filter size and the
desired number of strides. The stride is the jump in which
the filter moves along the images.

6.3. Pooling layer

In Convolutional Neural Networks, a pooling layer
is a component that plays a role in reducing the spatial
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Figure 15: Convolutional neural network (source: wordpress.com)
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Figure 16: A double convolution layer

dimensions of the input volume, which, in turn, helps in
reducing the number of parameters and controlling over-
fitting. The pooling layer works by downsampling the
feature maps created by the previous convolutional lay-
ers. Max pooling is the most widely used form of pooling
in CNNs, it takes a small rectangular region (usually 2x2
or 3x3) and slides it over the feature map. For each re-
gion, it selects the maximum value. This maximum value
becomes the new value for that region in the output.

7. Model used in this work

The proposed network architecture was designed for
spectrogram images with dimensions 128x128, hence, the
number of convolutional neurons in each layer. The use
of this structure allowed us to obtain 1,633,278 training
parameters. The algorithm Adam (Adaptive Moment Esti-
mation) was selected as an optimizer responsible for min-
imizing the loss function by modifying the weights. It is
a combination of two other optimizers: momentum op-

l Y
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6416464
2x2

Dense-D rop
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32/32x32 30
2%2

Y l
Flattening layer
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Figure 17: An overview of the architecture of network used

timization and the RMSProp (Root Mean Square Propaga-
tion) algorithm. The former changes the weights based
on the exponential distribution of the mean of the ear-
lier gradients. The latter only considers the gradient from
the most recent steps by decomposing exponentially on
the mean of the squares of the gradients. Cross-entropy
which examines the correspondence between the predic-
tion of probabilities and the target classes was used as a
function of losses in the model. A pooling layer was used
to reduce the computational load. This helps to reduce the
resolution of the image by sub-sampling it. It is crucial to
use this layer to define the size of the connecting kernel,
which is the window from which the combined value will
be calculated. Two of the available methods of computing
this value are finding the maximum value in the window
- Max Pooling and computing the average value - Aver-
age Pooling [47]. The first method was selected, as it was
shown to produce slightly better results. Fig. 17 illustrates
a complete architecture of the created neural network.
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8. Generated datasets

These categories were provided by both DOSITS as
well as the Watkins Database and covered both toothed
and baleen whales. There are 20 categories, and most of
them have approximately 70 recordings with a 3 second
sample time. A larger number of recordings would be pos-
sible for most of them, however, the overrepresentation
factor was set at 2.0, which means no more than 70, since
the lowest representation was at 35 splices. A detailed list
of categories with the number of splices per category is
shown in Table 2.

10

| Taining accuracy
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The second dataset created used all the gathered record- Figure 18: Neural network training accuracy function for test and

ings as the input. However, due to the limit of no less than
five unaugmented splices, a total of 26 categories were
dropped. (Needs rewriting)

9. Experiments

A series of experiments were run to verify the cor-
rectness of the proposed approach.

9.1. Proof of concept

The first experiment was dedicated to verifying if the
use of visual classifiers for marine audio identification was
a correct approach. In this initial stage of the project, a
dataset was prepared manually.

This implementation was able to work only with smaller

datasets as it stored whole data in memory and, as such,
was not scalable. The dataset created covered only marine
mammals provided by the Watkins database. The collec-
tion of sound signals belonging to 30 classes correspond-
ing to animal species was built based on the Watkins Ma-
rine Mammal Sound Database.

Evaluating the test data and making predictions us-
ing a trained neural network further confirmed the greater
effectiveness of spectrograms in which the frequency was
transformed into the Mel scale. 128 samples were clas-
sified correctly and 32 incorrectly for the test set of 160
sound samples. The accuracy of the classification of sam-
ples for this set was 80.0%. The prediction made for the
entire data set, i.e., 1594 sound samples, was accurate at
the level of 94.8%, giving correct results for 1511 signals
and incorrect for 83. The confusion matrix was used to
assess the accuracy of the classification of the neural net-
work model. It is represented by matrices with dimen-
sions KxK, where K is the number of the available class
labels, where the rows correspond to the actual sample
classes and the columns to the predicted classes. Fig. 28
illustrates the error matrix for the classification of Mel
spectrograms from the test set. Deep neural networks are

validation sets in the MEL trained model

capable of creating exact matches based on up to a mil-
lion parameters which can sometimes result in overfitting
the model. The neural network is excessively attached
to the training set and does not give effective classifica-
tion results on the test set. Various regularization methods
are used to prevent such phenomena. The most common
of these is Dropout, which involves the omission of spe-
cific neurons during subsequent learning runs. Using this
method on the neural network model improved its classi-
fication accuracy on the Mel test set from 75.0% to 80.0%.
Fig. 18 illustrates how close the validation corresponds to
the training checks.

Recording of the audio signals emitted by marine an-
imals plays a crucial role in analyzing their behavior as
well as the state of a specific area in the ocean. Automatic
classification of these signals opens up new opportunities
for institutions specializing in oceanography. A network
with an accuracy of 80% was created.

9.2. Verification of new implementation

The MNIST (Modified National Institute of Standards
and Technology) database [48] is an extensive database
of handwritten digits that is commonly used for training
various image processing systems. The database is also
widely used for training and testing in machine learn-
ing. It was created by "re-mixing" samples from the orig-
inal datasets of the NIST. The creators felt that since the
dataset of the NIST was taken from American Census Bu-
reau employees, while the testing dataset was taken from
American high school students, it was not well-suited for
machine learning experiments. Furthermore, the black
and white images from the NIST were normalized to fit
into a 28x28 pixel bounding box and anti-aliased, which
introduced grayscale levels.

The MNIST database contains 60,000 training images
and 10,000 testing images.

A specific version of the dataset is provided on Kag-
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Figure 19: Example of data from MNIST dataset
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Figure 21: Confusion matrix for MNIST dataset

gle by Colianni at https://www.kaggle.com/datasets/
scolianni/mnistasjpg. This version is similar in struc-
ture to the output of the visual dataset generator.

As can be told by examining the learning history from
Fig. 20 and the confusion matrix resulting from Fig. 21
classifier, the algorithm works correctly.

With that part of the pipeline having been verified, it
was possible to start experiments that were supposed to
verify, if the dataset generation worked appropriately.

Table 1: Coarse dataset

Category Samples
Anthropogenic 167
Natural 115
Whales 228
Pinnipeds 223

anthropogenic - £ 27

natural - 34 19 23 ES) 60

Label

pinnipeds - a2 0

whales - a5 38
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Figure 22: Confusion matrix for small dataset with overrepresenta-
tion

9.3. Coarse classification

A coarse dataset was created for the first test of the
whole data processing pipeline. Unlike the target classi-
fication, it was only the most general category that was
associated with the recordings as described in Table 1.

After the initial run, a problem with overrepresenta-
tion appeared. There was a strong preference of the pre-
dictor model towards whales and pinniped, as seen in the
confusion matrix in Fig. 22.

This causes a much worse result in a validation set
than in the prediction set. In other words an overfitting of
the model. This can be seen in the plot in Fig. 23

9.4. Whales only, long splice

Following the most coarse classification, the next at-
tempt was focused on reproducing the initial experiment
with the whale classification. However, this time, the re-
sult of a prepared pipeline will be used instead of a hand
generated dataset. All the categories in the dataset as well
as the number of samples per category are listed in Table
2.
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Figure 23: Accuracy for small dataset with overrepresentation

Table 2: Whales only dataset

Category Samples
EubalaenaAustralis 70
DelphinusSpp 63
PhyseterMacrocephalus 70
MegapteraNovaeangliae 70
EubalaenaGlacialis 70
NeophocaenaPhocaenoides 63
BalaenopteraSpp 70
BalaenaMysticetus 70
BerardiusBairdii 56
BalaenopteraMusculus 70
OrcinusOrca 70
BalaenopteraEdeni 49
MonodonMonoceros 70
StenellaLongirostris 35
DelphinapterusLeucas 42
SousaChinensis 35
EschrichtiusRobustus 70
PhocoenoidesDalli 42
StenoBredanensis 70
BalaenopteraBorealis 35

9.5. Complete set, long splice

The next experiment was focused on generation as
well as classification of a complete set created from all the
gathered recordings. Nevertheless, it is important to re-
member that due to the presence of the selection step, it is
possible that not all of the categories present in the source
recordings will get through to the final dataset. All of the
categories present in the dataset as well as the number
of samples per category are listed in Table 3. 26 cate-
gories were dropped due to an insufficient, smaller than
five, number of unagumented splices. While this longer,
five second, time of splice results in the noticeable number
of the categories dropped, also allows for a better clas-
sification. The resulting accuracy is shown by the plot
in Fig .26alongside the corresponding confusion matrix in
Fig. ??.

As this classification still produces results of accept-
able quality, further experiments with more limited splice
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Figure 24: Accuracy for whales only dataset with 3-second splice

time can be run.

9.6. Complete set, short splice

Finally, a dataset with a 1-second splice was gener-
ated. Such a short splice results in 48 thousand measure-
ments per splice, which is a relatively small value. How-
ever, even short recordings can generate an acceptable
amount of splice, resulting in the most diverse dataset as
seen in Table 4.

The network used in this research can still categorize
those short recordings. As shown in Fig. 27, the accuracy
reaches over 90% for the training data. However, unlike in
the previous examples, the ability of the network to gen-
eralize drops significantly which results in a drop in the
validation data accuracy down to a range of 60%. This
is not only a much lower validation accuracy than in the
previous steps, but also a much more significant difference
between the train and validation accuracies. By shorten-
ing the observation window, the model loses some cru-
cial contextual information that was present in the longer
window. While it still recognizes the patterns in the train-
ing data, due to shorter-term dependencies, it struggles to
accurately predict the future values in the validation data
that require longer-term dependencies. Consequently, the
accuracy of the model decreases on the validation data but
remains high on the training data since it has learned to
capture the short-term patterns effectively. Due to that,
experiments stopped at a one-second splice with a confu-
sion matrix for the whole dataset, training, and validation,
visualized in Fig. 27.

10. Conclusion

Selected approaches for dataset generation were proven
to be successful. A CNN based classifier achieved a clas-
sification with an accuracy of approximately 90% on the

e——o 16




70
BalaenaMysticetus — 0 0 0 0 0 0 1 0 9 0 0 0 0 0 0 0 0 o] o]
BalaenopteraBorealis - 0 35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
BalaenopteraEdeni - 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 60
BalaenopteraMusculus - 0 9 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
BalaenopteraSpp - 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0 0
BerardiusBairdii - 0 0 0 0
DelphinapterusLeucas - 0 0 0 0
DelphinusSpp - 0 0 0 0 0 0 0 62 0 1 0 0 0 0 0 0 0 0 0 0
EschrichtiusRobustus - 0 0 0 0 0 0 0

EubalaenaAustralis - 0 0 0 0 0 0 0

Label

EubalaenaGlacialis - 0 0 0 0 0 0 0

uonesyissed

MegapteraNovaeangliae - 0 0 0 0 0 1 0
MonodonMonoceros - 0 0 0 0 0 0 0 1 0 0 0 0 QEEN O 0 0 0 0 0 0
NeophocaenaPhocaenoides - 0 0 0 0 0 1 0 1 1 0 0 0 0 NN O 0 0 0 0 0
OrcinusOrca - 0 0 0 0 0 0 0
PhocoencidesDalli - 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0
PhyseterMacrocephalus - 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
SousaChinensis - 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 35 0 0 L 10
StenellaLongirostris - 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 e 0

StencBredanensis - 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ‘

| i
Q 2 R S S (A e of o o 0
-t,é? &rz} &S R 'b‘\b e,"db ‘)EJ(’Q oc-" ‘;6% & {\c}\‘b o\" o S P ‘@}\\ & ‘D‘}Q &
o & @ R <2 & & O W SGHNPN o Ny ST & & =
T XL N ITF T F LS FF S FE O
qu‘!\ & el & & <a§b \?"'\) oz}Q « & L 8 Oéé\ & & & & \\@\9 &
\‘b?' < ¢ K & RO ,0’2} . & N I (‘g\ i &
& & & & ¥ S A .2 & o
s G R & ¢ Pl & &
P F ] N q@‘\
<€ ‘@QQ
Prediction

Figure 25: Confusion matrix for whales only dataset with 3-second splice
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Figure 26: Accuracy for dataset with 3-second splice Figure 27: Accuracy for dataset with 1-second splice

training set for every tested variant. In most cases, the
classification on the test set had an accuracy above 80%,
which dropped to 60% in the worst case.
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Table 3: Categories

Category Samples  Category Samples
EubalaenaAustralis 52 OutboardMotor 52
DelphinusSpp 52 PhyseterMacrocephalus 52
IceCracking 35 PhocaVitulina 52
HydrothermalVents 52 MegapteraNovaeangliae 52
OmmatophocaRossii 52 CallorhinusUrsinus 52
Earthquake 52 EubalaenaGlacialis 52
NeophocaenaPhocaenoides 52 BalaenopteraSpp 52
BalaenaMysticetus 52 BerardiusBairdii 52
BalaenopteraMusculus 52 LeptonychotesWeddelli 52
OrcinusOrca 52 OdobenusRosmarus 52
Torpedo 52 CystophoraCristata 52
HydrurgaLeptonyx 52 BalaenopteraEdeni 49
MonodonMonoceros 52 MonachusSchauinslandi 52
WindTurbine 52 PersonalWaterCraft 42
StenellaLongirostris 35 HemisquillaCaliforniensiss 52
Hurricane 52 Dredging 52
DelphinapterusLeucas 42 SousaChinensis 35
EschrichtiusRobustus 52 VolcanicEruption 52
PhocoenoidesDalli 42 BubbleCurtain 52
ZalophusCalifornianus 35 TidalTurbine 52
StenoBredanensis 52 BalaenopteraBorealis 35

Table 4: Classes

Category Samples  Category Samples
EubalaenaAustralis 52 OutboardMotor 52
DelphinusSpp 52 PhyseterMacrocephalus 52
Explosive 49 IceCracking 52
PhocaVitulina 52 HydrothermalVents 52
MegapteraNovaeangliae 52 OmmatophocaRossii 52
GlobicephalaSpp 52 CallorhinusUrsinus 52
Earthquake 52 StenellaAttenuata 52
EubalaenaGlacialis 52 NeophocaenaPhocaenoides 52
BalaenopteraSpp 52 Icebreaker 52
BalaenaMysticetus 52 BerardiusBairdii 52
BalaenopteraMusculus 52 EvechinusChloroticus 52
LeptonychotesWeddelli 52 OrcinusOrca 52
OdobenusRosmarus 52 LobodonCarcinophaga 52
UnderwaterBreathing Apparatus 52 Torpedo 52
CystophoraCristata 52 HydrurgaLeptonyx 52
BalaenopteraEdeni 52 MonodonMonoceros 52
LipotesVexillifer 52 MonachusSchauinslandi 52
WindTurbine 52 ATOC 52
BalaenopteraPhysalus 52 PeponocephalaElectra 52
SURTASS 52 PersonalWaterCraft 52
LagenorhynchusSpp 35 StenellaLongirostris 52
HemisquillaCaliforniensiss 52 Hurricane 52
Dredging 52 PhocoenaPhocoena 52
PhocaHispida 52 Airgun 52
GrampusGriseus 52 HistriophocaFasciata 52
DelphinapterusLeucas 52 SousaChinensis 52
EschrichtiusRobustus 52 AcousticTomography 52
VolcanicEruption 52 Lightning 52
TursiopsTruncatus 52 SousaSahulensis 52
PhocoenoidesDalli 52 BubbleCurtain 52
ErignathusBarbatus 52 PalinurusSp 35
ZalophusCalifornianus 52 TidalTurbine 52
IniaGeoffrensis 52 StenoBredanensis 52
AlpheusHeterochaelis 52 BalaenopteraBorealis 52
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Figure 28: Confusion matrix with predictions for the whole data set

11. Contributions

This study presents several notable contributions, de-
lineated as follows:

1. The first contribution establishes empirical evidence
to support the notion that the downsampling of au-
dio recordings to 44.1 kHz, a standard representa-
tive of the Audio CD quality, does not render the
recordings unsuitable for classification purposes. It
has been verified that such downsampling does not
undermine the viability of classification endeavors.

. The second contribution demonstrates the efficacy
of splicing and normalization techniques employed
on the recordings, thereby yielding uniformly seg-
mented data that remains amenable to classification
across the spectrum of categories explored within
the purview of this investigation. These techniques
have proven to sustain the integrity of the data de-

spite the processing applied.

A pivotal contribution materialized in the form of
a meticulously devised software pipeline, meticu-
lously crafted to facilitate the generation of the afore-
mentioned datasets. This pipeline has been made
publicly accessible, engendering an invaluable re-
source for fellow researchers in the field, augment-
ing the collective progress and fostering further ex-
ploration.

Furthermore, an innovative model founded on con-
volutional neural networks has been engendered to
classify marine audio. Rigorous scrutiny and valida-
tion have ensued, affirming the model’s commend-
able performance and boasting an accuracy surpass-
ing 90%
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