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Abstract: A new database containing 410 cases of nevi

pigmentosi, in four categories: benign nevus, blue nevus,

suspicious nevus and melanoma malignant, carefully

verified by histopathology, is described. The database

is entirely different from the base presented previously,

and can be readily used for research based on the so-

called constructive induction in machine learning. To

achieve this, the database features a different set of thir-

teen descriptive attributes, with a fourteenth additional

attribute computed by applying values of the remain-

ing thirteen attributes. In addition, a new program en-

vironment for the validation of computer-assisted dia-

gnosis of melanoma, is briefly discussed. Finally, res-

ults are presented on determining optimal coefficients

for the well-known ABCD formula, useful for melanoma

diagnosis.

Keywords: melanoma, TDS, machine learning in dia-
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1. Introduction
In recent papers [1, 2], we have presented

the results of experiments on new samples relat-

ing to changes in skin melanoma, using machine

learning with the idea of generating a model

of learning to help identify and classify cases

of skin melanoma. Skin melanoma may be a

symptom of serious skin diseases, or even can-

cer, which has a high mortality rate. The num-

bers of victims of this type are rising because

of the high levels of ultraviolet radiation enter-

ing the atmosphere and the increasingly thin

ozone layer [3]. Anonymous data sets pertaining

to cases of skin cancer have been collected by the

Regional Dermatology Center in Rzeszow, Po-

land [4]. This data set of cases has been analyzed

and expert systems based upon it have been im-

plemented at the Department of Expert Systems

and Artificial Intelligence, University of Inform-

ation Technology and Management in Rzeszow,

Poland. The first version of the data set has

been analyzed in a paper presented at the INFO-

BAZY’99 conference [1, 2]. The actual produc-

tion version contains (i) new internal structures

and (ii) an increased number of registered cases

(from 250 to 410). Regarding (i), the data set

information is stored in 13 attributes that are

regularly used in dermatology for typical ana-

lysis of skin-based melanoma. In the context of

these attributes, we calculate the TDS (Total

Dermatoscopy Score) indicator [5]. The under-

lying idea of our experiments was to prepare our

sample in both Polish and English and use spe-

cialized software algorithms in the verification of

its accuracy, as well as generate learning mod-

els to help diagnose diseases. The data sets were

acquired in studies taking place simultaneously

in Rzeszow, Poland (University of Information

Technology and Management) and the United

States (University of Kansas, Lawrence, Kan-

sas). In the following sections, the data sets have

its statistical analysis and its machine learning

results discussed. An earlier version of this pa-

per was presented at the 3rd National Confer-

ence INFOBAZY’2002, Gdansk, Poland, June

24–26, 2002 [6].

2. Statistical analysis of the data

sets

The attributes used in deducing diagnoses

of melanoma have been broken down into

5 categories: 〈Asymmetry〉, 〈Border〉, 〈Color〉,

〈Diversity〉 and 〈TDS〉. The 〈Asymmetry〉 para-

meter can have the following values: symmet-

rical, single-axis asymmetry and dual-axis asym-

metry. 〈Border〉 is a numerical attribute with

discrete values between 0 and 8. The next two

categories, 〈Color〉 and 〈Diversity〉, have sym-

bolic values. 〈Color〉 can have six allowed values:

black, blue, light brown, dark brown, red, and

white. Likewise, 〈Structure〉 has five possible

values: pigment dots, pigment globules, pig-

ment network, structureless areas and branched
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Figure 1. Appearance of the 〈Assymetry〉 attribute in each decision class

Figure 2. Appearance of the 〈Border〉 attribute in each decision class

(symbols as per Figure 1)

streaks. In all these cases, the attributes pertain-

ing to pigments and their diversity are Boolean

and state the presence (1) or lack (0) of an at-

tribute. Thus, every entry from the data set of

anonymous patients is characterized by 13 at-

tributes. For computing the fourteenth attrib-

ute, called TDS, the other 13 attributes are

used, so that the TDS attribute is obtained by

constructive induction [7]. The TDS indicator

is computed using the following formula:

TDS=1.3 · 〈Asymmetry〉+0.1 · 〈Border〉+

+0.5 · 〈Color〉+0.5 · 〈Diversity〉, (1)

where the values for 〈Asymmetry〉 are as follows:

symmetrical equals 0, single-axis asymmetry

equals 1, and dual-axis asymmetry equals 2.

〈Color〉 represents the sum of represented pig-

ment colors, whereas 〈Diversity〉 is the sum of

the five represented diversity attributes. The ac-

curacy of the calculated TDS plays a key role in

generating a machine learning model using the

concept induction system, and its correctness

has been verified using an Excel spreadsheet cal-

culation [8], which in turn allowed checking the

individual work of specialist doctors. In this way,
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Figure 3. Appearance of the 〈Color〉 attribute in each decision class

(symbols as per Figure 1)

Figure 4. Appearance of the 〈Diversity〉 attribute in each decision class

(symbols as per Figure 1)

we created a data set without any errors. Stat-

istical analysis using the aforemtioned tools can

be seen in Figures 1–4.

3. Using machine learning
programs for modelling
The working data set was used for test-

ing the machine learning model to help identify

and diagnose changes in skin melanocytes.

This field used the following program mod-

ules: RuleSEEKER (used to create rules),

TreeSEEKER (generates quasi-optimal de-

cision trees),AffinitySEEKER (seeks the sim-

ilarities for diagnosing a patient with known

results in the database), PlaneSEEKER

(searches for optimal decision planes based

upon known attributes) and ScoreSEEKER

(rates machine learning models generated by the

former program modules). Due to restrictions

on this paper’s size, it is unfortunately not pos-

sible to elaborate on the details of all of the pro-

gram modules. Instead, we shall concentrate on

ScoreSEEKER, which is the most pertinent

to the discussions of this conference, and which

works (on raw data sets) on N-series data sets
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Figure 5. Illustration of the operation of the computer program system ScoreSEEKER. In the first step, records

in the database are shuffled, and then 10 pairs of databases are created. In each of these, pairs 9/10 are used to

generate a learning model and 1/10 – to test it

Table 1. Optimal coefficients for TDS

Data set with 276 cases Data set with 410 cases
Attribute

Agglomerative

discretization

Agglomerative

discretization

Divisive

discretization

Asymmetry 0.6 0.9 1.3

Border 0.1 0.14 0.11

Color black 0.5 0.5 0.5

Color blue 0.4 0.5 0.4

Color dark brown 0.5 0.3 0.4

Color light brown 0.5 0.4 0.5

Color red 0.4 0.5 0.5

Color white 0.4 0.5 0.4

Diversity pigment dots 0.5 0.5 0.4

Diversity pigment globules 0.6 0.5 0.5

Diversity pigment network 0.5 0.5 0.5

Diversity structureless areas 0.5 0.5 0.5

Diversity branched streaks 0.5 0.5 0.4

Table 2. Error rates in %

Data set with 276 cases Data set with 410 cases
Data set with

Agglomerative

discretization

Agglomerative

discretization

Divisive

discretization

original TDS 10.21 4.38 3.50

optimal TDS 6.04 4.51 3.63

no TDS 13.73 13.82 13.49

Table 3. Standard deviations in %

Data set with 276 cases Data set with 410 cases
Data set with

Agglomerative

discretization

Agglomerative

discretization

Divisive

discretization

original TDS 0.99 0.74 0.48

optimal TDS 0.84 0.78 0.49

no TDS 1.31 1.08 1.06
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with a specific data structure (Figure 5) allowing

moving current methods [9] of grading machine

learning models.

4. Optimization of TDS
Both data sets, the old one with 250 train-

ing cases and additional 26 testing cases, and

the new one with 410 cases, have been examined

at the University of Kansas in Lawrence, Kan-

sas. One of aims of the research conducted there

was optimization of the ABCD formula to com-

pute TDS or, more precisely, optimization of

the 13 coefficients of Equation (1). The cri-

terion of optimization was the minimization of

the error rate in diagnosis of melanoma. The

main problem is discrete optimization, which is

known to be difficult and time consuming. Res-

ults of experiments on both data sets, described

in [10] and [11], are presented in Tables 1, 2,

and 3.

The error rate presented in Table 1 was com-

puted using randomized ten-fold cross valida-

tion, in which, for every set of coefficients, exper-

iments were repeated 30 times using different re-

shuffling of the original data set for each process

of ten-fold cross validation. The optimal coeffi-

cients, presented in Table 3, were searched for

using fixed (i.e. not randomized) ten-fold cross

validation. However, the error rate of melanoma

diagnosis for the final choice of optimal coef-

ficients was verified with randomized ten-fold

cross validation.

5. Conclusions
With 276 cases in the data set, there are

significant differences between the original and

the optimal choice of coefficients for TDS, at

a 95% confidence level. Furthermore, with the

same 95% confidence, diagnosis with TDS de-

termined with any choice of coefficients (ori-

ginal or optimal), with 276 or 410 cases, is

better than diagnosis in which TDS has not

been used. The difference between error rates

for diagnoses of melanoma using different dis-

cretization methods is not significant (with 95%

confidence).

With 276 cases, the error rates for diagnosis

using TDS are significantly higher than the

rates for using TDS with 410 cases. This is due

to better rule sets induced from the more rep-

resentative data set of 410 cases. Also, with 276

cases, the error rate using optimal coefficients

forTDS is significantly lower than the error rate

using original coefficients for computing TDS.

On the other hand, with 410 cases, the difference

between the error rate for original and optimal

coefficients for computing TDS are insignific-

ant, always with 95% confidence.

In future experiments, with further increase

in the number of registered cases, a hierarchy

of importance of values may be created, based

upon the described attributes. This would pre-

dictably allow more objective diagnosis and clas-

sification of cases.
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