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Abstract: A preconditioned solution scheme for the computation of compressible flow in turboma-
chinery at arbitrary Mach numbers is presented. The preconditioning technique used is applied
to a state-of-the-art explicit, time-marching Navier-Stokes code which originally was developed for
compressible, high-speed turbomachinery applications. It combines the ideas of low Mach number
preconditioning and artificial compressibility method into a unified approach where principally fluids
with arbitrary equations of state can be simulated. As shown by the test cases presented, it allows
the code to simulate flows efficiently and accurately independent of the Mach number. A description
of the Navier-Stokes equations for rotating coordinate systems, along with the solution scheme and
the details of the preconditioning method is given.

Since turbomachinery computations are often performed on truncated domains, the solution
scheme should be used in conjunction with non-reflecting boundary conditions. A change in
the time-dependency of the equations due to preconditioning necessitates a modification of the
boundary conditions. Thus, a derivation of the appropriate boundary conditions for the presented
preconditioned scheme was performed and the resultant equations are given in this paper. The
effectiveness of the new boundary conditions is demonstrated by comparing them with both boundary
conditions that use the standard one-dimensional characteristic approach and the original boundary
conditions for the non-preconditioned case.

Keywords: preconditioning, non-reflecting boundary condition, Mach number independency, turbo-
machinery flow

1. Introduction
The flow field encountered in turbomachinery is one of the most complicated

in fluid dynamics practice. The flow may be incompressible, subsonic, transonic, or
supersonic. Many aircraft engines have mixed flows, in which all of these regimes
are present in a single blade row [1]. For this reason it would be desirable to have a
Navier-Stokes solver which is capable of simulating flow in turbomachinery accurately
and efficiently over a broad Mach number and Reynolds number range.
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144 J. E. Anker, J. F. Mayer and H. Stetter

Historically, low speed flows were first solved using solution schemes that
solve the Euler or Navier-Stokes equations for incompressible fluids. In the pseudo-
compressibility approach introduced by Chorin [2], a pressure time derivative is
introduced into the continuity equation, which makes the system of incompressible
Navier-Stokes equations hyperbolic and provides a means of updating the pressure
in the momentum equations. Alternatively, in the frequently applied pressure-based
methods [3], the momentum equations are solved initially with an assumed pressure
field, which is continuously updated using an auxiliary elliptic pressure equation.

Since the time-dependent compressible Euler equations are hyperbolic, regard-
less whether the flow is subsonic or supersonic, density-based time-marching schemes
were developed in the context of transonic, external aerodynamic applications [4, 5]
and later extended to viscous, internal turbomachinery applications by [6, 7] among
others. These methods proved to be very effective for the computation of high Reyn-
olds number flows in the transonic and supersonic regimes. However, these schemes
become inefficient and inaccurate at low Mach numbers. For this reason, the compu-
tation of low Mach number flow was dominated by solution procedures solving the
incompressible Navier-Stokes equations for many years.

The application of time-marching methods could be extended to low Mach
number compressible flow after it was realized that the difficulty in solving the
compressible equations for low Mach number flow was attributed to the large disparity
of the acoustic wave speed and the waves convected at particle speed. Low Mach
number perturbation methods were first used to alleviate these problems and were
used to calculate low speed compressible flow [8, 9].

In recent years, local preconditioning procedures in which the time derivatives
of the compressible Euler and Navier-Stokes equations are altered to control the
eigenvalues and to accelerate convergence [10–13] were developed. The destroyed
time accuracy is thereby of no restriction: In the limit of a converged solution, the
time derivatives disappear wherefore the changed dynamics of the equations do not
impair accuracy. When unsteady simulations are to be performed, the preconditioning
method must be incorporated into a dual time-stepping scheme, where preconditioning
is applied at the inner pseudo-time level, thereby not affecting the outer loop stepping
through physical time [13]. Since the preconditioned Navier-Stokes equations are valid
at all speeds, they have potential for providing uniform convergence over all Reynolds
and Mach number regimes as demonstrated in [14, 15].

In this paper, a preconditioning technique is applied to an explicit, time-
marching code which originally was developed for the simulation of compressible,
high-speed turbomachinery applications by Merz et al. [16] and Jung et al. [17]. The
presented preconditioning technique for viscous, turbulent flow is based on [13, 15, 18]
since this preconditioning method combines the ideas of low Mach number precondi-
tioning and artificial compressibility method into a unified approach. In Chapter 2 the
governing equations are described, whereas in Chapter 3 the preconditioning method
used is reviewed. The solution scheme and the necessary changes of the original scheme
due to preconditioning is described in Chapter 4. Even though the code was only ap-
plied to test cases where the fluid was treated as an ideal gas, we follow [19] and
present a scheme which enables the simulation of fluids with arbitrary equations
of state.
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Since turbomachinery computations often are performed on truncated domains,
the solution scheme should be used in conjunction with non-reflecting boundary
conditions in order to prevent spurious reflections at the interfaces. In the original
scheme, at the inlet and exit boundaries as well as at boundaries between different
frames of reference in the case of steady-state flow interaction of two blade rows,
a non-reflecting post-correction method based on the work of [20, 21] is applied.
Obviously, a change in the time-dependent equations also changes the characteristics
of the system which necessitates a modification of the original boundary conditions.
A derivation of the appropriate boundary conditions for the presented preconditioned
scheme was performed for general equations of state. The resultant equations and the
main aspects of the novel boundary treatment derived and implemented in our code
are given in Chapter 5.

In Chapter 6 we present several test cases in order to demonstrate that
preconditioning not only increases accuracy, but also provides convergence rates
independent of the Mach number. Finally, the effectiveness of the new boundary
conditions is demonstrated by comparing results obtained with these boundary
conditions with results gained using boundary conditions for the non-preconditioned
case.

2. Governing equations
The flow solver ITSM3D uses the fully three-dimensional, unsteady Favre-

averaged Navier-Stokes equations

∂Q
∂t

+
∂(Ec−Ev)
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which are formulated in a cylindrical coordinate system that rotates with an angular
velocity Ω. Here vx, vφ and vr represent the components of the relative velocity
vector v = vi in the x, φ and r directions and %, p, T , k, h0 denote density, pressure,
temperature, thermal conductivity and relative specific total enthalpy h0 = e0 +p/%=
h+ 1

2 [v2
x+v2

φ+v2
r−(Ωr)2], respectively.
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The stress tensor τ is calculated assuming a Newtonian fluid and the validity
of the Stokesian hypothesis [22]. The temperature dependency of the viscosity is
taken into account using Sutherland’s law and the thermal conductivity is calculated
assuming a constant Prandtl number. Turbulence effects are modeled using the
Baldwin-Lomax [23] turbulence model. Finally, the general thermal and caloric
equation of state % = %(p,T ) and h = h(p,T ) defined by the user close the Navier-
Stokes equations.

3. Preconditioning

The derivation of the preconditioning matrix begins by transforming the
independent variables in Equation (1) from the vector of conservative variables Q
to the vector of viscous, primitive variables Qv = (p,vx,vφ,vr,T )T as follows:

∂Q
∂Qv

∂Qv

∂t
+
∂(Ec−Ev)

∂x
+

1
r

∂(Fc−Fv)
∂φ

+
1
r

∂[r(Gc−Gv)]
∂r

= Hc−Hv, (2)

where the Jacobian ∂Q
∂Qv

is given by

∂Q
∂Qv

=


%p 0 0 0 %T
vx%p % 0 0 vx%T
vφ%p 0 % 0 vφ%T
vr%p 0 0 % vr%T

h0%p−(1−%hp) %vx %vφ %vr h0%T +%hT

. (3)

The indices p und T represent the isothermal derivative with respect to the pressure
and the isobaric derivative with respect to the temperature, respectively; i.e. hT is
the specific isobaric heat capacity at constant pressure.

To ensure uniform, efficient convergence over all Mach numbers, the physical
Jacobian is replaced with the preconditioning matrix Γv, so that the following
equations

Γv
∂Qv

∂t
+
∂E
∂x

+
1
r

∂F
∂φ

+
1
r

∂(rG)
∂r

= H (4)

with E = Ec−Ev, F = Fc−Fv, G = Gc−Gv and H = Hc−Hv have to be solved. As
first proposed by Merkle et al. [19], the generality of the state equations of the fluid
is retained when Γv is chosen in a form analogous to the Jacobian ∂Q

∂Qv
:

Γv =


%′p 0 0 0 %′T
vx%
′
p % 0 0 vx%

′
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vφ%
′
p 0 % 0 vφ%

′
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′
T

h0%
′
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′
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. (5)

The preconditioning matrix differs only by the change of the partial derivatives %p,
%T , hT and 1−%hp that represents the physical properties by the artificial property
terms %′p, %

′
T , h′T , and h′p, respectively. In the following sections, it will be shown how

these quantities can be chosen to ensure well-conditioned flow equations at all Mach
and Reynolds numbers.
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3.1. Eigenvalue control for convergence acceleration

Assuming h′T =hT and h′p =hp the eigenvalues of the linearized unsteady Euler-
equations in the ξ-direction on a grid-conformal, curvilinear ξ−η−ζ coordinate system
are according to [24] given by

λξ1,2,3 = Û , λξ4,5 =
1
2
Û

(
1+

d

d′

)
± 1

2

√
Û2

(
1− d

d′

)2

+4
%hT
d′
(
ξ2
x+ξ2

y+ξ2
z

)
(6)

with

d= %hT%p+%T (1−%hp) and d′= %hT %
′
p+%′T (1−%hp). (7)

The term Û = uξx + vξy +wξz represents the velocity component along the grid
direction ξ with u, v and w representing the Cartesian velocity components. When
preconditioning is not used, d = d′, and the last two eigenvalues should equal the
propagation velocities of the pressure waves. Therefore the isentropic speed of sound
is given by1 (

∂p

∂%

)
s

≡ c2 =
%hT

%T (1−%hp)+%%phT
. (8)

Consequently, the ratio %hT /d
′ may be interpreted as an artificial speed of

sound squared, c′2. In order to avoid eigenvalue stiffness caused by the disparity of
acoustic and convective velocities for subsonic flows, this artificial speed of sound is
reduced to the particle velocity according to

c′=

√
%hT
d′

:=Vp, with Vp = min(v ,c). (9)

Combining Equations (7) and (9) results in the following prescription for the precon-
ditioning parameter %′p:

%′p =
1
V 2
p

− %
′
T (1−%hp)
%hT

. (10)

The particle velocity is limited by the sonic speed, so if the other precondition-
ing parameters are set to their corresponding physical values, at supersonic speed
the scaled flow Equations (4) and the physical Navier-Stokes equations (1) become
identical. Preconditioning is not necessary at supersonic speed, since the original
scheme is efficient for supersonic flows and eigenvalue stiffness first occurs at hyper-
sonic speeds. The prescription for the preconditioning parameter %′p given by Equa-
tion (10) can also be derived using perturbation analysis for low Mach numbers and
requiring that the temporal pressure derivative has to be retained in the continuity
equation [15, 26].

In the incompressible limit the energy equation is decoupled from the continuity
and momentum equations. This property is also desirable for the preconditioned
equations, wherefore the preconditioning parameter %′T should be scaled proportional

1. A direct derivation of this relation by means of basic thermodynamic relations can be found
in [25].
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to its physical counterpart %T . In the solution scheme presented here %′T is set
according to

%′T = δ ·%T , (11)

where the parameter δ is defined by the user.2 With this choice of preconditioning
parameters, by combining Equations (6), (8), (9), it can easily be shown that the

condition number σ tends to σ= |1+
√

5|
|1−
√

5| ≈ 2.61 for v → 0.
For an incompressible fluid with %= const. the sonic speed is infinite and the

time derivatives in the continuity equation vanishes. By using preconditioning and
setting c′=Vp = v for this case, time derivatives of pressure are added to the physical
continuity equation. For the special case of Vp =

√
2 · v the preconditioning technique

results in the artificial compressibility approach of Chorin [2]. This choice leads to the
optimal condition number of σ= 2, valid for all speeds. The physical values %T = %p = 0
that cause the sonic velocity in incompressible fluids to be infinite are replaced with
the artificial properties %′p and %′T . Done properly, this replacement alleviates the
decoupling between the pressure and momentum terms in incompressible flows, and
makes time-marching practical for both incompressible and low speed compressible
flow computations.

3.2. Robustness considerations
In order to prevent singularities at solid walls, not v but the maximum of v and

Vlim = εlim · c is used as the particle velocity for subsonic flows, where εlim typically
is set to 10−5. As will be shown in Chapter 6, preconditioning yields a significant
enhancement of the convergence rates at low Mach numbers. However, as discussed
in [27], preconditioned systems show an increased sensitivity to pressure fluctuations
and are unstable in the presence of pressure fluctuations that are large compared to the
dynamic pressure, %u2, especially in the initial phase of a simulation. One approach
devised by Weiss et al. [28] to handle this sensitivity to pressure fluctuations is to

introduce the term Vpgr = εpgr

√
δp
% and limit the pseudo-acoustic speed c′ for the case

of a compressible fluid according to

c′=Vp = min[c,max(v ,Vlim,Vpgr)]. (12)

In the presented work this modification was adopted with the pressure variation δp

taken as the maximum pressure variation within a control volume and εpgr ∈ [0.1,1.0].

3.3. Scaled equations for low Reynolds number flow
The preconditioned scheme presented so far is capable of calculating inviscid

flows efficiently at arbitrary Mach numbers. However, as recognized by Choi and
Merkle [10] additional modifications are necessary in order to retain an efficient scheme
for viscous flows. Even though flows in turbomachinery applications usually have high
Reynolds numbers where it could be anticipated that the dominant characteristics
controlling the solution of the Navier-Stokes equations are the same as those of the
Euler equations, the Reynolds numbers of the cross stream directions in the boundary

2. As shown in [24], for the choice δ= 0 the preconditioning matrix is regular for every physical
state and positive values of %′p. In order to retain regularity of the preconditioning matrix for the
special case of a perfect gas, the parameter δ should not exceed unity.
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layers are small. In the following the necessary modifications for also calculating the
diffusion-dominated flow efficiently will be described.

Using the perturbation analysis in the low Reynolds number case, Ven-
kateswaran and Merkle [27] show that the preconditioning parameter %′T should scale
according to

%′T ∝ %TRe/Tr (13)

in order to prevent the temporal derivative of the temperature from appearing in
the momentum equation. Tr is a reference temperature and Re is an appropriate
Reynolds number. In the present work this preconditioning parameter was not scaled
with the Reynolds number and the inviscid prescription, Equation (11), was also used
for the viscous case. Even though the viscous restriction given by Equation (13) can
be satisfied setting δ := 0, varying this parameter from δ= 1 to δ= 0 did not prove to
have any effect on the presented results.3

According to [26], scaling of the energy equation setting h′T =hT /Pr is appro-
priate if the Prandtl number is deviating largely from unity. Since most fluids have
Prandtl numbers near unity, this modification was not adopted in our scheme.

The temporal term in the continuity equation balances the convective term at
low Reynolds numbers, provided that %′p∝Re2/V 2

p holds, where Re is an appropriate
Reynolds number [26]. Using a Fourier stability analysis [27], it can be shown that
the proper Reynolds number scale is to use the cell-Reynolds number, Re∆x =u∆x/ν.
This limit can be incorporated in the following manner for the compressible case: the
particle velocity Vp from which the preconditioning parameter %′p is determined is
calculated according to

Vp = min(c,max(v ,Vlim,Vpgr,Vvis)), (14)

where Vvis is given by Vvis = ν
∆x which represents the velocity scale of diffusion of

momentum. The introduction of the cell-Reynolds number shows that whether low
Mach preconditioning or low Reynolds preconditioning is used, depends on both
the flow field and the grid resolution. An examination of Equation (14) shows
that the introduction of the diffusion velocity scale Vvis may reduce the inviscid
preconditioning. When active, the low Reynolds number scaling causes the convective
terms to be stiff, but since in this case the viscous terms dominate, the convective
fluxes are neglectable and do not inhibit the convergence.

4. Solution procedure

4.1. Spatial discretization

The preconditioned governing Equations (4) are cast in integral, cylindrical
form for an arbitrary control volume V with surface A as follows:

Γv

∫
V

∂Qv

∂t
dV +

∫
A

(Erdφdr+Fdxdφ+Grdxdφ)+
∫
V

HdV = 0. (15)

3. Using δ = 1 gives a more complicated preconditioning matrix than for the case of δ = 0.
However, the former choice eases the calculation of eigenvectors.
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These equations are discretized centrally in space using a finite-volume scheme
wherein the physical domain is subdivided into curved hexahedral control volumes
V̂i,j,k. The spatial discretization of the integral equations is written as

Γv
∂Qvi,j,k

∂t
=− 1

Vi,j,k
(RC +RD+D), (16)

where RC and RD is the sum of convective and diffusive fluxes and sources,
respectively, while D represents the artificial dissipation. The values of the solution
vector are located at the vertices of the cells. In ITSM3D the discretization scheme
developed by Radespiel and Rossow [29] was adopted, where the control volume for
calculating the convective fluxes associated with the grid point (i,j,k) consists of the
eight surrounding cells. The contribution of the viscous fluxes to the total residual
are calculated using the corresponding dual mesh, cf. [22] for details.

To prevent odd-even point decoupling and eliminate high-wavenumber modes
in the solution, artificial dissipation is added to the residual using an extension of
the model introduced by Jameson et al. [5]. In order to have a scheme that is low
diffusive where the flow field is smooth and is also capable of resolving shocks sharply,
the artificial dissipation consists of a blend of second and fourth order differences of the
solution variables along the grid directions ξ,η,ζ. The artificial dissipation associated
with the control volume V̂i,j,k is calculated as follows:

Di,j,k =
(
−D2

ξ +D4
ξ−D2

η+D4
η−D2

ζ +D4
ζ

)
Qvi,j,k , (17)

with the second and fourth order difference operators which for the ξ-direction are
given by

D
(2)
ξ = δ−ξ

(
ρ̄Vξ ε

(2)Γv
)
i+1/2,j,k

δ+
ξ , D

(4)
ξ = δ−ξ

(
ρ̄Vξ ε

(4)Γv
)
i+1/2,j,k

δ+
ξ δ
−
ξ δ

+
ξ (18)

where δ+
ξ and δ−ξ denote the backward and forward difference operators, respectively.

This formulation of the dissipation terms is conservative, and with this scheme one
still can calculate transonic flows and resolve shocks sharply. However, there is a
price to pay: The calculation of dissipation terms now involves the evaluation of a
matrix-vector product; as a result, the numerical effort is equivalent in complexity to
a matrix dissipation scheme. When conservativity can be sacrificed, which is of little
concern for strictly subsonic flow, the dissipation terms in ITSM3D can be calculated
according to

D
(2)
ξ = δ−ξ

(
ρ̄Vξ ε

(2)
)
i+1/2,j,k

δ+
ξ , D

(4)
ξ = δ−ξ

(
ρ̄Vξ ε

(4)
)
i+1/2,j,k

δ+
ξ δ
−
ξ δ

+
ξ (19)

when specified by the user. Consistently, the dissipation terms are first added after the
residuals are multiplied with the inverse preconditioning matrix but before integration
is performed.

The scaling factor ρ̄Vξ could be calculated by simply adding the volume weighted
spectral radii4 for each grid direction, ρ̄Vξ = ρVξ +ρVη +ρVζ . In order to minimize the
artificial dissipation in the boundary layer the factors are calculated to

4. The unweighted spectral radius ρξ for the ξ-direction is given by the fifth solution of
Equation (6).
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ρ̄Vξi+1/2,j,k
= ρVξi+1/2,j,k

1+max

(ρVηi+1/2,j,k

ρVξi+1/2,j,k

)1/2

,

(
ρVζi+1/2,j,k

ρVξi+1/2,j,k

)1/2
 (20)

as proposed by Martinelli [30] and Radespiel et al. [31]. The coefficients ε(2) and ε(4)

are determined from

ε
(2)
i+1/2,j,k = k(2) max(νξi−1,j,k ,νξi,j,k ,νξi+1,j,k ,νξi+2,j,k),

ε(4) = max(0,k(4)−ε(2)
i+1/2,j,k).

(21)

and depend on the pressure gradient of the solution

νξi,j,k =
∣∣∣∣pi−1,j,k−2pi,j,k+pi+1,j,k

pi−1,j,k+2pi,j,k+pi+1,j,k

∣∣∣∣. (22)

The operators for the artificial dissipation in the η and ζ directions are defined
analogously.

The spectral radii of the preconditioned system rather than spectral radii of the
physical Euler equations are used for scaling the dissipation terms. As demonstrated
by [27, 32], using the spectral radius of the Euler equations the dissipation terms
would not scale properly in the low Mach number limit. The added dissipation to
the continuity equation would become disappearingly small; as shown in [33], under
such conditions the pressure field shows odd-even splitting errors in the solution. At
the same time the momentum and energy equations would suffer under excessive
dissipation added. Also in the low Reynolds number limit the dissipation terms are
only well-proportioned when the eigenvalues of the preconditioned system are used
and the governing equations are preconditioned properly.

4.2. Time-stepping scheme
The system of ordinary differential equations (16) is discretized and advanced

in time by an explicit five-stage time-stepping scheme introduced by Radespiel and
Swanson [34]. It is given by

Q(0)
vi,j,k

= Q(n)
vi,j,k

,

Q(s)
vi,j,k

= Q(0)
vi,j,k

−αs
∆t

V̂i,j,k
Γ−1
v

(
R(s−1)
C +R(0)

D +
s∑
t=1

γstD(s−1)

)
i,j,k

s= 1,2,...,5

Q(n+1)
vi,j,k

= Q(5)
vi,j,k

(23)
with R(s−1)

C = RC(Q(s−1)
v ), R(0)

D = RD(Q(0)
v ), D(s−1) = D(Q(s−1)

v ) and the coefficients

γ11 = γ21 = 1, γ22 = 0, γ31 = γ41 =
11
25
, γ32 = γ42 = 0, γ33 = γ43 =

14
25
, γ44 = 0,

γ51 =
154
625

, γ52 = 0, γ53 =
196
625

, γ54 = 0, γ55 =
11
25
,

α1 =
1
4
, α2 =

1
6
, α3 =

3
8
, α4 =

1
2
, α5 = 1.

(24)
The scheme is hybrid since the artificial dissipation and the diffusive terms are not
calculated at every stage, which increases the computational efficiency by an unaltered
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maximum CFL number of CFLmax = 4 and simultaneously raises the maximum stable
von Neumann number from VNNmax = 2.59 to VNNmax = 9.

As derived in [22], the maximum stable time step of the non-preconditioned
solution scheme for the Navier-Stokes equations is given by

∆tmax =
CFLmax

ρξ+ρη+ρζ +4 ·max(4/3ν,α) · CFLmax
VNNmax

(∇ξ2 +∇η2 +∇ζ2)
, (25)

where α represents the effective thermal diffusitivity. In the derivation of this relation
only assumptions were made regarding the solution scheme and the diffusive transport
processes. This is reflected by the fact that the quantities CFLmax and VNNmax in
Equation (25) are only dependent on the solution scheme and not on the equations
solved. These quantities limit the maximum stable propagation per time step of the
convective and diffusive processes the solution scheme can admit before solution
decoupling and instability occurs. Further, the circumstance that the convection
processes are only represented by the eigenvalues clearly show that the relation (25)
holds for arbitrary convective processes. The preconditioned scheme presented here
alters only the convective velocities5 and leaves the diffusion rates to their physical
values.6 Consequently, the time step limitation given by Equation (25) also holds
for the preconditioned scheme used when ρξ, ρη and ρζ represent the unweighted
spectral radii of the preconditioned system and not the unweighted spectral radii of
the linearized Euler equations.

4.3. Boundary treatment
For the steady state numerical simulation of turbine flows, six different types

of boundaries have to be considered: Inlet, outlet, non-rotating and rotating walls,
periodicity and mixing planes.

Solid walls are assumed to be adiabatic, and the no-slip condition is applied.
Periodicity in the pitch-wise direction is ensured using phantom cells that keep copies
of the periodic values such that the points on these boundaries can be treated like
interior points.

At the inlet and outlet boundaries and at the mixing planes a non-reflecting
post-correction method is used. The boundary conditions used represents an extension
of the work of Giles [20] and Saxer [35] to preconditioned systems with arbitrary
equations of state and the essential elements of the developed theory will be presented
in the following chapter.

5. Non-reflecting boundary conditions
for preconditioned systems

In the original scheme of the flow solver ITSM3D the non-reflecting boundary
treatment developed by Giles [20] and Saxer [35] is used. In the approach adopted,
the solution at the boundary is decomposed into Fourier modes, where the zeroth

5. If h′T =hT and h′p =hp preconditioning only changes the acoustic velocities, which easily can
be seen from Equation (6).

6. In the low Reynolds number limit, preconditioning equalizes the acoustic and diffusive
velocities only by scaling the acoustic velocities not the diffusive velocities.
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mode corresponds to the average solution. This average mode is treated according
to standard one-dimensional characteristic theory and enables the user to specify
the circumferential averages of certain flow field parameters at the boundary. The
remaining harmonics of the solution at the boundary are altered to satisfy a condition
derived by Giles [20] basing on the linearized, two-dimensional Euler-equations, which
ensures that the variations corresponding to incoming waves are eliminated. Using the
quasi-three-dimensional approach of Saxer [35], the grid layers in the radial direction
are treated independently, wherefore the needed Fourier decomposition of the state
variables at the boundary is limited to the circumferential direction. This method
is motivated by the fact that in axial turbomachinery the flow field variations are
usually larger in pitchwise direction than in the radial direction.

The use of the quasi-three-dimensional non-reflecting boundary conditions in
the combination with the original scheme has proven to be successful; applying these
boundary conditions, several multi-stage, high-speed turbomachinery applications
with small spacing between the blade rows have been simulated accurately [22, 36].

The preconditioned scheme described in the previous chapters was first used
with the original, non-reflecting boundary treatment, thereby frequently encountering
instabilities in the vicinity of the boundaries. In Chapter 6 it will be demonstrated
that at low Mach numbers the use of unmodified boundary conditions in conjunction
with preconditioning can indeed lead to instability of the integration scheme and
deterioration of accuracy. As already stated in the Introduction, from a theoretical
point of view it is obvious that a change of the dynamics of the equations solved due to
preconditioning makes it necessary to modify the original boundary conditions. Thus,
a derivation of the appropriate boundary conditions for the presented preconditioning
method for arbitrary equations of state was performed and in this chapter the
necessary framework for a successful implementation will be presented.

In the following section the Giles-condition for a non-reflecting boundary
for the preconditioned system will be established. After reviewing the quasi-three-
dimensional approach due to Saxer in Chapter 5.2, the one-dimensional characteristic
boundary conditions for preconditioned systems will be presented in Chapter 5.3.
With the one-dimensional boundary treatment as a basis, in Chapter 5.4 the com-
pleting theory for a non-reflecting correction of the spatial harmonics will be given.

5.1. The Giles-condition for a non-reflecting boundary

In order to arrive at the Giles-condition for a non-reflecting boundary, we start
our analysis linearizing the preconditioned Navier-Stokes equations (4) about the
average state vector Q̄v. Neglecting the diffusive fluxes and the source terms, the
following equations are obtained

Γv
∂Q̃v

∂t
+A

∂Q̃v

∂x
+B

∂Q̃v

∂y
+C

∂Q̃v

∂z
= 0 (26)

for the perturbed state variable Q̃v = Qv − Q̄v with the matrices A, B, C given
by A = ∂Ec

∂Qv
|Q̄v

, B = ∂Fc
∂Qv
|Q̄v

, C = ∂Gc

∂Qv
|Q̄v

. To simplify the analysis Cartesian
coordinates are now used; substituting (vx,vφ,vr) with (u,v,w) the convective terms
in Equation (1) can otherwise be kept unchanged. In order to separate waves into
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incoming and outgoing waves, the perturbed state variable is decomposed into Fourier
modes

Q̃v(x,y,z,t) =
∞∑

l=−∞
q̂Rl e

ı̂(−ωlt+xkxl+ykyl+zkzl ). (27)

Applying this decomposition to the linearized Euler equations leads to the following
relation

0 = (−ωΓv+kxA+kyB+kzC)q̂R

= (−ωI+kxΓ−1
v A+kyΓ−1

v B+kzΓ−1
v C)︸ ︷︷ ︸

Aq

q̂R (28)

for any mode with the wave number kx, ky, kz, frequency ω, and amplitude q̂R.
Nontrivial solutions q̂R of Equation (28) only exist when the dispersion relation
|Aq| = 0 holds; it relates the wave numbers kx, ky, kz to the frequency ω over a
homogeneous fifth-order polynomial expression. As can be seen from Equation (28),
q̂R is a right eigenvector of the matrix ǍΓ given by

ǍΓ = Γ−1
v (kxA+kyB+kzC). (29)

A key point in the construction of a non-reflecting boundary is to use orthogonality
relations to discard spatial variations of the state variables representing incoming
waves. When the eigenvalues ωi;i= 1,2,...,5 of the matrix ǍΓ ∈ IR5×5 are distinct,
the following orthogonality relation between the left eigenvector q̂Ln and the right
eigenvector q̂Rn holds

(q̂Ln)T (ωn,kx,ky,kz) · q̂Rm(ωm,kx,ky,kz) = 0, ∀ωn 6=ωm, (30)

which can also be expressed as

L ·R= I, with L= (q̂L1 ,...,q̂
L
5 )T ,R= (q̂R1 ,...,q̂

R
5 ). (31)

Even if there are identical eigenvalues, the eigenvectors q̂Ln and q̂Rn can still be con-
structed to achieve orthogonality according to Equation (31), provided the multiplicity
r of the eigenvalue ωi equals the rank deficiency of the matrix ǍΓ−ωiI, or expressed
mathematically, Ran(ǍΓ−ωiI) = Ran(ǍΓ)−r. This is in fact the case for the pre-
conditioned Euler equations, which is proved by the existence of L and R given by
Equation (74).

The left and right eigenvectors q̂Li and q̂Ri are orthogonal to each other for
different frequencies ω but the same wave numbers kx, ky, kz. However, as will
become clear in the following, in order to arrive at a non-reflecting condition,
we need a set of vectors p̂Ti that are orthogonal to the right eigenvectors q̂Li for
different wave numbers kxi and the same values of ω, ky, kz satisfying the dispersion
relation |Aq| = 0. We therefore introduce p̂Li as a left eigenvector of the matrix
−ωA−1Γv+kyA

−1B+kzA
−1C with the eigenvalue −kxi , i.e.

0 = (p̂Li )TA−1Γv (−ωI+kxΓ−1
v A+kyΓ−1

v B+kzΓ−1
v C)︸ ︷︷ ︸

Aq

= (p̂Li )T (−ωA−1Γv+kxI+kyA
−1B+kzA

−1C)︸ ︷︷ ︸
Ap

, ∀i= 1,2,...,5
(32)
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with the desired property

(p̂Ln)T (ω,kxn ,ky,kz) · q̂Rm(ω,kxm ,ky,kz) = 0, ∀kxn 6= kxm . (33)

The validity of this orthogonality relation (33) can be verified by multiplying the
equation Apq̂Rn = 0 from the left with (p̂Lm)T and the equation (p̂Lm)TAp = 0 from the
right with q̂Rn and subtracting the last equation from the first.

Suppose the differential equations are to be solved on a domain x∈ [0,1] and
one wants to eliminate reflections at the boundary x= 0. For one particular choice of
ω, ky, kz the perturbed state vector Q̃v can be decomposed according to

Q̃v =

(
5∑

n=1

anq̂Rn e
ı̂kxnx

)
eı̂(kyy+kzz−ωt), (34)

with kxn representing a root of the dispersion relation. Reflections at the boundary
can now be prevented by specifying an = 0 for each n corresponding to an incoming
wave. An equivalent condition for a non-reflecting boundary is

(p̂Ln)T ·Q̃v := 0, (35)

for all left special eigenvectors p̂Ln belonging to a mode traveling towards the boundary.
Using the orthogonality relation given by Equation (33), the last condition follows
immediately from

(p̂Ln)T ·Q̃v =(p̂Ln)T
[

5∑
m=1

amq̂Rme
ı̂xkxm

]
eı̂(−ωt+yky+zkz)

=an
[
(p̂Ln)T q̂Rn

]
eı̂xkxn eı̂(−ωt+yky+zkz)

:=0.

(36)

5.2. The Giles-Saxer quasi-3D steady non-reflecting boundary
conditions

In the last section the Giles-condition for a non-reflecting boundary was
reviewed for the general three-dimensional, unsteady case and the necessary left
eigenvectors were defined for the case of preconditioning. As mentioned earlier,
assuming that the variations in the spanwise directions are small compared to
the variations in the circumferential directions, the needed Fourier transform for
implementing the Giles-condition given by Equation (35) can be limited to the
circumferential direction by setting kz := 0. Since this method considers radial flow
variations in the average mode only, Saxer [35] named it quasi-three-dimensional. In
this approach the curvature of the radial grid layers at the boundary is neglected and
the boundary conditions for an annular cascade are obtained simply by substituting
(φ,r) for (y,z), and (vφ,vr) for (v,w) when applying the Giles-condition given by
Equation (35).

Since steady flows are considered, we are only interested in boundary conditions
in the limit of a converged solution with ω→ 0. At the boundary x=x0 with kz := 0
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and ω → 0 the wave representation of the perturbed state variable according to
Equation (27) can be simplified to

Q̃v(x0,z) =
∞∑

m=−∞
q̂m(x0,z) ·eı̂ykym = q̄(x0,z)+

∞∑
m=−∞
m6=0

q̂m(x0,z) ·eı̂ykym . (37)

q̄(x,z) corresponds to the zeroth Fourier mode and represents the pitchwise solution
average at the boundary specified using the one-dimensional characteristic boundary
theory for preconditioned systems given in the next Chapter. At every spanwise
location, the Giles-condition, Equation (35), is applied for every Fourier mode m 6= 0.
In the limit of ky/ω → ∞ and kz := 0 the left special eigenvectors defined in
Equation (32) can after a considerable amount of algebra be calculated to

p̂T1
···
p̂T5


comp

=


−1−%hp

%hT
0 0 0 1

− 1
% −u −v 0 0

0 0 0 1 0
−β %vc −%uc 0 0
β %vc −%uc 0 0

,

p̂T1
···
p̂T5


incomp

=


−1−%hp

%hT
0 0 0 1

− 1
% −u −v 0 0

0 0 0 1 0
γ −%v %u 0 0
−γ −%v %u 0 0

.
(38)

(p̂1,...,p̂5)Tcomp represents the complete set of left special eigenvectors for the com-
pressible case with the general thermal equation of state % = %(p,T )(%p 6= 0) and
(p̂1,...,p̂5)Tincomp describes the corresponding eigenvectors for the case of an incom-
pressible fluid with %= const. as the thermal state equation. The parameters β and γ
are given by

γ= ı̂ ·sign(ky), β=

 ı̂ ·sign(ky)
√
c2−(u2 +v2), u2 +v2≤ c2,

−sign(v)
√

(u2 +v2)−c2, u2 +v2≥ c2.
(39)

The first left special eigenvector for the compressible case presented here differs
from the result obtained by Saxer [35] since we use a different set of primitive
variables and a general and not an ideal representation of state. However, the
four last eigenvectors correspond to the eigenvectors derived by Saxer, which can
be explained by the fact that preconditioning does not affect the steady state.
Because the physical speed of sound is infinite in incompressible fluids, it is obvious
that the eigenvectors (p̂1,...,p̂5)Tcomp cannot be used for the incompressible case.
The eigenvectors (p̂1,...,p̂5)Tincomp were derived taking the property %= const. into
account.

5.3. One-dimensional characteristic boundary conditions
5.3.1. Axially subsonic inlet

The average changes in the four incoming characteristics are calculated from
the requirement that the average flow field match the total temperature T0,bc(r), the
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total pressure p0,bc(r), the relative flow angle βbc(r) in the n-φ-plane and the pitch
angle γbc(r) in the n-t-plane specified by the user. Accordingly, in the following u,
v, w represent the velocity component in the normal, circumferential and tangential
direction of the boundary, respectively. An equivalent specification of the average inlet
conditions is to drive to zero the following boundary residuals:

R1 := %̄T̄ (s̄−sbc(r)),
R3 := %̄c̄′′(w̄− ūtanγbc(r)),

R2 := %̄c̄′′(v̄− ūtanβbc(r)),

R4 := %̄(h̄0−h0,bc(r))
(40)

with the entropy and total enthalpy given by sbc = s(p0,bc,T0,bc) and h0,bc =
h(p0,bc,T0,bc), respectively.7 A bar “ ¯ ” denotes a circumferential average of the re-
spective quantity. The nonlinear Equations (40) are linearized about the circumfer-
entially averaged solution Q̄(n)

v of the last time-step n

R(n+1) = R(n) +
∂(R1,R2,R3,R4)
∂(φ1,φ2,φ3,φ4)︸ ︷︷ ︸

J

∣∣∣∣∣∣∣∣∣
Q̄(n)
v

·


δφ̄1

δφ̄2

δφ̄3

δφ̄4


(n)

:= 0,

J =
∂(R1,R2,R3,R4)
∂(p,u,v,w,T )

∂(p,u,v,w,T )
∂(φ1,φ2,φ3,φ4)︸ ︷︷ ︸

(r1,r2,r3,r4)

(41)

where ri;i= 1,...,4 represent the first four right eigenvectors given by Equation (74).
When solving these linearized equations one obtains the necessary variations of the
average incoming characteristic variables δφ̄(n)

i = φ̄
(n+1)
i − φ̄(n)

i ;i= 1,...,4 for driving
the boundary residuals with increasing time-step to zero.

As can be proven, the relation 1−%hp
%hT

+ sp
sT

= 0 holds for general equations of
state wherefore the average variations of the characteristics can be calculated to

δφ̄1

δφ̄2

δφ̄3

δφ̄4


(n)

= −J−1
∣∣
Q̄(n)
v
·R(n) =

=−


1
%hT

0 0 0

− β∗bc
%c′′M ′′

M ′′−M ′′y β∗bc
%c′′M ′′ −M ′′z β

∗
bc

%c′′M ′′
β∗bc

%c′′M ′′

− γ∗bc
%c′′M ′′ −M ′′y γ

∗
bc

%c′′M ′′
M ′′−M ′′z γ∗bc
%c′′M ′′

γ∗bc
%c′′M ′′

− 2
M ′′ −2M ′′y

M ′′ −2M ′′z
M ′′

2
M ′′


Q̄(n)
v

·


R1

R2

R3

R4


(n) (42)

with the Mach numbers M ′′, M ′′y , M ′′z and the abbreviations Γ, β∗bc, γ
∗
bc given by

M ′′=
Γ
c′′
, M ′′y =

v

c′′
, M ′′z =

w

c′′
,

Γ = c′′+u′′+vβ∗bc+wγ∗bc, β∗bc = tanβbc, γ∗bc = tanγbc.
(43)

7. For the definition of the first boundary residual Giles [20] uses the entropy related function
s∗ with s∗ := ln(p)−κln%, which for ideal gases corresponds to s∗ = s

cv
. Since the specific isochore

heat capacity neither can be calculated directly from %= %(p,T ), h= h(p,T ) nor from s= s(p,T ),
and since specifying s∗ := const. does not necessarily enforce s= const. for general equations of state,
the entropy function is used directly.
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The quantities c′′, u′′0 and u′′ are defined according to Equation (75) given in Appendix
8.1. The determinant D of the Jacobian J is given by

D=
1
2
%3c′′cpΓ. (44)

Since D is greater than zero for physical thermal state variables p,T > 0(⇒ %,cp,c
′′,

u′′ > 0) and inflow conditions u> 0, the regularity of the Jacobian J for meaningful
applications is guaranteed.

The average variation of the incoming fifth characteristic variable δφ̄5 is given
by

δφ̄
(n)
5 = lT5

∣∣
Q̄(n) ·

(
δQ̄v

)(n)
cal = δp̄

(n)
cal − [%̄(c̄′′− ū′′0)](n) ·δū(n)

cal (45)

where the subscript “cal” denotes changes predicted by the flow solver, i.e. δp̄(n)
cal =

p̄
(n+1)
cal − p̄(n) where p̄(n+1)

cal represents the predicted static pressure at the actual time
step n+1 before the boundary values are post-corrected.

When the boundary treatment is simply based on the average one-dimensional
characteristic variables, the solution variables Qv,j at every point j = 1,...,N +1 of
the current circumferential grid line are post-corrected according to

Q(n+1)
v,j = Q̄(n)

v +R|Q̄(n)
v
δφ̄(n) with δφ̄= (δφ̄1,δφ̄2,δφ̄3,δφ̄4,δφ̄5)T , (46)

where R represents the matrix of right eigenvectors given in Equation (74).

5.3.2. Axially supersonic inlet
In the case that the flow is axially supersonic at the inlet, all characteristics are

incoming wherefore now five boundary conditions need to be given there. In addition
to the boundary conditions for the axially subsonic case, the user has to specify the
radial distribution of the axial Mach number Max,bc(r). Since the flow field at the
boundary is independent of the downstream flow field, the correct boundary values can
be calculated once for all from the user defined boundary conditions. When general
equations of state are used, a Newton-Raphson procedure is applied in order to find
the correct values of the primitive, viscous variables from the set of nonlinear algebraic
equations

h0(p0,bc,T0,bc) =h(p0,bc,T0,bc) =h(p,T )+
1
2

(u2 +v2 +w2−(Ωr)2),

s(p0,bc,T0,bc) = s(p,T ), tanβbc =
v

u
, tanγbc =

w

u
, Max,bc =

u

c(p,T )
.

(47)

For ideal gases, the vector of primitive, viscous state variables can be calculated
algebraically from the boundary conditions:

Ma =
√

1+tan2βbc+tan2γbc ·Max,bc,

p= p0,bc ·
(

1+
κ−1

2
Ma2

)− κ
κ−1

, T =
T0,bc

1+ κ−1
2 Ma2 ,

u= c ·Max,bc =
√
κRT ·Max,bc, v=utanβbc, w=utanγbc.

(48)

5.3.3. Axially subsonic outlet
At an axially subsonic outlet boundary four characteristics are leaving and

one characteristic is entering the computational domain. The implementation of the
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boundary conditions at outflow is easier than at inflow, because only one boundary
condition has to be imposed. As outlet boundary condition for axially subsonic
flow, the user has to specify the radial variation of the static pressure pbc(r). Using
the residual R5 = p̄(r)− pbc(r) and linearizing from the current time level yields

R
(n+1)
5 =R

(n)
5 + ∂R5

∂φ5
|(n)δφ̄5

(n)
:= 0. Calculating the scalar Jacobian ∂R5

∂φ5
and solving

the equation for the average change in the fifth characteristic variable leads to

δφ̄
(n)
5 =− 2c′′

c′′+u′′0

∣∣∣∣
Q̄(n)
v

R
(n)
5 . (49)

The variations of the four first characteristics are calculated according to


δφ̄1

δφ̄2

δφ̄3

δφ̄4


(n)

=


lT1
lT2
lT3
lT4


Q̄(n)
v

δQ̄(n)
v,cal =


−1−%hp

%hT
0 0 0 1

0 0 1 0 0
0 0 0 1 0
1 %(u′′0 +c′′) 0 0 0


Q̄(n)
v


δp̄
δū
δv̄
δw̄
δT̄


(n)

cal

. (50)

5.3.4. Axially supersonic outlet
When the flow is axially supersonic at the outlet boundary, all characteristics

are outgoing, wherefore no boundary condition can be imposed.

5.4. Quasi-three-dimensional non-reflecting boundary conditions
5.4.1. Inlet boundary

In order to obtain a non-reflecting inlet boundary the Giles-condition

(p̂1,p̂2,p̂3,p̂4)T · q̂k = 0 (51)

has to be satisfied for each Fourier mode q̂k (k 6= 0) of the perturbed viscous, primitive
variables Q̃v = Qv−Q̄v. By using the relation L−1φ̂k = q̂k, this boundary condition
can be expressed in terms of the spatial Fourier modes of the characteristic variables:

1 0 0 0 0
0 −v 0 − c

′′+u−u′′0
2%c′′ − c

′′−u+u′′0
2%c′′

0 0 1 0 0
0 −%uc 0 −β(c′′−u′′0 )−vc

2c′′ −β(c′′+u′′0 )+vc
2c′′

φ̂k = 0. (52)

This condition is satisfied trivially when all Fourier components (except the average
Fourier mode) of the characteristic variables are zero, i.e. φ̂k = 0,∀k 6= 0. This shows
that one-dimensional characteristic theory alone can be applied to uniform flow fields,
such as the far-field of external aerodynamic applications. However, in the general case
we have to deal with inhomogeneous flow fields which means that we have to find a
way to fulfill the condition stated in Equation (52) non-trivially.

Since the outgoing characteristics do not depend on the boundary conditions
but are only given by the interior flow field, they are not manipulable. Thus, the
general way to satisfy the condition given in Equation (52) is to define the incoming
characteristics as functions of the outgoing ones:

φ̂1,k

φ̂2,k

φ̂3,k

φ̂4,k


(n)

:=


0

− βu+vc
%[c(u2+v2)+(c′′−u′′0 )(uc−vβ)]

0
c(u2+v2)−(c′′+u′′0 )(uc−vβ)
c(u2+v2)+(c′′−u′′0 )(uc−vβ)


Q̄(n)
v

· φ̂(n)
5,k . (53)
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Since the last condition is formulated in the frequency domain, we have to calculate
the local outgoing characteristics by8

φ′5,j
(n) = lT5

∣∣
Q̄(n)
v
·Q̃(n)

v = (pj−p̄)(n)+%̄(n)(u′′0−c′′)(n) ·(uj−ū)(n), j= 1,2,...,N (54)

and perform a discrete Fourier transformation according to

φ̂
(n)
5,k =

1
N

N−1∑
j=0

φ
′∗(n)

5,j ·e
2πı̂jk
N , k= 0,1,...,N−1. (55)

N is thereby the number of nodes in the circumferential direction, including the
periodic node only once.9 The set of equidistantly distributed characteristic variables
φ
′∗
5,j ; j = 0,...,N is obtained from the characteristic variables on the computational

grid φ′5,j ; j = 1,...,N +1 by using spline-interpolation where the endpoints of both
sets match, i.e. φ

′∗
5,0 =φ′5,1 and φ

′∗
5,N =φ′5,N+1 =φ′5,1.

The Fourier coefficients of the second characteristic variable are calculated from
the Fourier coefficients of the fifth characteristic according to Equation (53)

φ̂
(n)
2,ks =− βu+vc

%[c(u2 +v2)+(c′′−u′′0)(uc−vβ)]

∣∣∣∣
Q̄(n)
v

· φ̂(n)
5,k = c52 · φ̂(n)

5,k , k= 0,1,...,N−1.

(56)
The correct steady state distribution of the second characteristic variables c

′∗
2,js is

obtained from the Fourier coefficients φ̂2,ks by means of an inverse discrete Fourier
transform:

φ
′∗
2,js

(n)
=
N−1∑
k=0

φ̂
(n)
2,ks ·e−

2πı̂jk
N , j= 0,1,...,N−1. (57)

Since the Fourier coefficients φ̂5,k originate from a real function, they possess a con-
jugate even symmetry with respect to k= 0. Due to the definition of β, Equation (39),
where ky corresponds to k used here, the factor c52 has the same property, where-
fore the inverse discrete Fourier transform (57) for determing the correct steady state
distribution of the second characteristics can be simplified to:

φ
′∗
2,js = 2Re

int(N/2)∑
k=1

φ̂2,ks ·e−
2πı̂jk
N

, with int(N/2) =
{

(N−1)/2, N odd
N/2, N even.

(58)

In Equation (58) it was taken into account that the Fourier coefficient φ̂2,0s equals
zero, since the characteristic variables are defined as perturbations from the average
state of the last time step n. The distribution of the correct steady state second
characteristic variables on the computational grid φ

′

2,js are gained from φ
′∗
2,js again

using a cubic interpolation-spline. When the flow is supersonic, but axially subsonic
it follows from Equation (39) that the factor c52 is real-valued and independent of the

8. Note, even though the left eigenvector l5 is calculated in dependency of the average state
of the last time step, now local variations come into play through the differences (pj − p̄)(n) and
(uj− ū)(n).

9. When a discrete Fourier transformation according to Equation (55) is performed, periodicity
of the function φ

′∗
5,j is assumed implicitly; i.e. φ

′∗
5,j+N = φ

′∗
5,j . Due to the exponential function in

Equation (55) this property immediately follows for the Fourier coefficients.
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circumferential wave number, wherefore the Giles-condition, Equation (53), can be
applied in the time domain and the discrete Fourier transformations can be omitted.

For each node j along the boundary, the local variation of the second character-
istic variable δφ′2,j

(n) is the difference between the correct steady state value φ′2,js
(n)

and the current value φ′2,j
(n):

δφ′2,j
(n) = (φ′2,js−φ′2,j)(n) =φ′2,js

(n)− lT2
∣∣
Q̄(n)
v
·Q̃(n)

v =φ′2,js
(n)−(vj− v̄)(n). (59)

Since the harmonics of the correct third steady state characteristics are zero, the
variation of the third characteristic variable is simply

δφ′3,j
(n) =−φ′3,j

(n) =− lT3
∣∣
Q̄(n)
v
·Q̃(n)

v =−(wj−w̄)(n). (60)

As noted by Giles [20], an implementation of the last two of the four conditions in
Equation (53) would result in a flow field which to first order would have uniform
entropy and stagnation enthalpy at each radius. However, the neglected second order
effects would introduce variations in entropy and stagnation enthalpy. To avoid this,
the steady state corrections of the local first and fourth characteristic variables are
obtained from the conditions that the local entropy sj and the local stagnation
enthalpy h0j should match their average values, which is equivalent to drive the
residuals

R1,j = %̄T̄ (sj− s̄), R4,j = %̄(h0j− h̄0) (61)

to zero. As shown in [37] for the special case of an ideal gas, a boundary at which
constant stagnation enthalpy and entropy are specified is non-reflecting when a Turkel
preconditioner [38] is employed, which is of the same type as the one used in the
present work. The use of the residuals defined by Equation (61) together with a one-
step Newton-Raphson procedure results in the following local changes of the first and
fourth characteristic variables:

δφ′1,j
(n) =− 1

%hT

∣∣∣∣
Q̄(n)
v

·R(n)
1,j ,

δφ′4,j
(n) = − 2c′′

c′′+u−u′′0

∣∣∣∣
Q̄(n)
v

· [−R1,j+(%̄v̄) ·δφ′2,j+(%̄w̄) ·δφ′3,j+R4,j ](n).

(62)

Now that the local variations of the incoming characteristic variables have been
determined, they are added to the average changes according to

δφi,j =σ(δφ′i,j+δφ̄i), i= 1,...,4, (63)

where the relaxation factor σ is chosen to 1/N . The total variation of the fifth
characteristic variable δφ(n)

5,j is calculated as

δφ
(n)
5,j = lT5

∣∣
Q̄(n)
v

(Q(n+1)
v,j −Q(n)

v,j ) = p
(n+1)
j,cal −p

(n)
j + %̄(u′′0−c′′)(n)(u(n+1)

j,cal −u
(n)
j ). (64)

Finally, the total characteristic changes are transformed back into changes of the
viscous, primitive variables and the state vector is updated according to

Q(n+1)
v,j = Q(n)

v,j +R|Q̄(n)
v
·δφ(n)

j =
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=


pj
uj
vj
wj
Tj


(n)

+


0 0 0 c′′−u′′0

2c′′
c′′+u′′0

2c′′

0 0 0 1
2%c′′ − 1

2%c′′

0 1 0 0 0
0 0 1 0 0
1 0 0 1−%hp

%hT

c′′−u′′0
2c′′

1−%hp
%hT

c′′+u′′0
2c′′


Q̄(n)
v


δφ1,j

δφ2,j

δφ3,j

δφ4,j

δφ5,j


(n)

. (65)

5.4.2. Outlet boundary
The Giles condition for a non-reflecting spatial distribution of the perturbed

primitive, viscous variables at the outlet boundary can be expressed as p̂T5 · q̂k =
(β,%vc,−%uc,0,0) · q̂k = 0, or in terms of the characteristic variables as:(

0,−%uc,0, 1
2c′′

[β(c′′−u′′0)+vc],
1

2c′′
[β(c′′+u′′0)−vc]

)
· φ̂k = 0 (66)

for all Fourier modes k 6= 0. The Fourier modes of the ingoing fifth characteristic
variable are defined as functions of the Fourier modes of the outgoing second and
fourth characteristics according to

φ̂
(n)
5,ks :=

2%ucc′′

β(c′′+u′′0)−vc

∣∣∣∣
Q̄(n)
v

· φ̂(n)
2,k−

β(c′′−u′′0)+vc

β(c′′+u′′0)−vc

∣∣∣∣
Q̄(n)
v

· φ̂(n)
4,k , k= 0,1,...,N−1.

(67)
The Fourier modes φ̂2,k and φ̂4,k are computed by first calculating φ′2,j and φ′4,j from
the following relations:

φ′2,j
(n) = lT2

∣∣
Q̄(n)
v
·(Qv,j−Q̄v)(n) = (vj− v̄)(n),

φ′4,j
(n) = lT4

∣∣
Q̄(n)
v
·(Qv,j−Q̄v)(n) = (pj− p̄)(n) + %̄(n)(u′′0 +c′′)(n) ·(uj− ū)(n).

(68)

Then these quantities are transferred onto an equidistant grid and Fourier transform-

ations of the spatially equidistantly distributed characteristic variables φ
′∗
2,j

(n)
and

φ
′∗
4,j

(n)
are performed according to

φ̂
(n)
2,k =

1
N

N−1∑
j=0

φ
′∗
2,j

(n)
·e

2πı̂jk
N , φ̂

(n)
4,k =

1
N

N−1∑
j=0

φ
′∗
4,j

(n)
·e

2πı̂jk
N , k= 0,1,...,N−1.

(69)
Using the simplification due to conjugate even symmetry of the Fourier coefficients
ĉ5,ks with respect to k= 0 allows the non-reflecting steady state values c

′∗
5,js for the

incoming fifth characteristic variables to be written as:

φ
′∗
5,js

(n)
=

int(N/2)∑
k=1

φ̂
(n)
5,ks ·e−

2πı̂jk
N , j= 0,1,...,N−1. (70)

With φ′5,j
(n) calculated to:

φ′5,j
(n) = lT5

∣∣
Q̄(n)
v

Q̃(n)
v,j = p

(n)
j − p̄(n) + %̄(n)(u′′0−c′′)(n)(u(n)

j − ū(n)) (71)

and the average variation of the fifth characteristic variable δφ̄
(n)
5 given by Equa-

tion (49) one obtains the total variation as:

δφ
(n)
5,j =σ(δφ̄(n)

5 +φ′5,js
(n+1)−φ′5,j

(n)). (72)
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The total variations of the first four characteristic variables are determined directly by:


δφ1,j

δφ2,j

δφ3,j

δφ4,j


(n)

=


lT1
lT2
lT3
lT4


Q̄(n)
v

·


δpj
δuj
δvj
δwj
δTj


(n)

cal

=

=


−1−%hp

%hT
0 0 0 1

0 0 1 0 0
0 0 0 1 0
1 %(u′′0 +c′′) 0 0 0


Q̄(n)
v

·


p

(n+1)
j,cal −p

(n)
j

u
(n+1)
j,cal −u

(n)
j

v
(n+1)
j,cal −v

(n)
j

w
(n+1)
j,cal −w

(n)
j

T
(n+1)
j,cal −T

(n)
j



(73)

Finally, the total characteristic changes are transformed back into changes of the
viscous, primitive variables and the state vector is updated according to Equation (65).

5.4.3. Adjacent solid walls
In calculations of viscous flow, the boundary points that lie in one of the flow

boundary planes as well as on a solid wall require a special treatment.10 First, the
solid wall boundary conditions are imposed by setting all components of the velocity
vector to zero. At the inlet boundary static pressure and temperature are set to
the user specified total values. At the outlet boundaries the pressure is set to the
corresponding user defined value, whereas the temperature is obtained by a linear
extrapolation of the temperature in the radial direction.

5.4.4. Mixing planes
In steady multistage calculations of turbomachinery, mixing planes are used

for coupling different frames of reference and transferring circumferentially averaged
data from one row to another. The mixing planes used in ITSM3D apply the
one-dimensional characteristic theory to enforce the condition that mass, impulse
and energy are conserved across the interface. Reflections at these boundaries are
prevented applying the Giles condition, Equation (35). Since a mixing plane in
principle represents an inlet boundary coupled with an upstream outlet boundary, the
extension of the non-reflecting inlet and outlet boundaries to non-reflecting mixing
planes is straightforward.

6. Computational results

6.1. Ni-Bump test case
To demonstrate that the preconditioned scheme is able to calculate a configur-

ation efficiently and accurately over a broad Mach number range, at first results from
the calculation of the Ni-Bump test case given in [39] are presented. In this test case
the internal inviscid, two-dimensional flow through a parallel channel having a 4.2%

10. The coefficient c52 defined in Equation (56) is given by c52 = ı̂
2%u for v= 0 and u→ 0, showing

that the non-reflecting boundary treatment in combination with the preconditioning is singular at
walls.
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Figure 1. Computational grid for the Ni-Bump test case

thick circular bump on the lower wall is considered. The computational grid is shown
in Figure 1 and consists of 177×3×21 grid points.

The calculations were initialized setting the axial velocity of every grid point to
Ma = 0.6 and they were run until the continuity residual had decreased by four orders
of magnitude. We were performing calculations using only 4 Byte real variables in our
computations. When initializing the flow field with the isentropic Mach number given
by the inlet total pressure and outlet static pressure, which of course would be a more
physical choice, the residuals were only decreasing by three orders in magnitude before
machine zero was encountered. In future work we will split the pressure variable into
a gauge pressure and a perturbed pressure, thereby reducing round-off errors due to
small pressure variations and avoiding the use of double precision arithmetics.

Table 1 shows the calculations performed with preconditioning (PC) and
without preconditioning (NonPC) and the number of iterations N that were necessary
before convergence was achieved.

Table 1. Number of iterations N needed for convergence in dependency of the isentropic Mach
number Mais

Mais N (PC) N (NonPC)

0.013 3180 8920

0.037 3330 7770

0.084 3750 5620

0.850 2690 2910

In the case of an isentropic Mach number Mais = 0.85 the original boundary
conditions [39] were used and the flow is transonic. The solutions obtained with
the original and the preconditioned scheme are plotted in Figure 2a and Figure 2b,
respectively. The calculated flowfields are nearly identical, which shows that the shock
capturing property of the original scheme is retained when preconditioning is used.
For this case, the preconditioned scheme is only marginally faster than the original
scheme.

When the preconditioned scheme was used at the other Mach number cases,
convergence was always achieved within 4000 iterations. As expected, the necessary
number of iterations using the original scheme is increasing with decreasing Mach

tq0106j7/164 26I2002 BOP s.c., http://www.bop.com.pl



A Preconditioned Scheme for Computation of Turbomachinery Flow 165

(a) NonPC (b) PC

Figure 2. Calculated Mach number contours of the transonic Ni-Bump test case
(Mais = 0.85) using the non-preconditioned (NonPC) and the preconditioned (PC) scheme

number. However, a more serious problem that accrues when using the original scheme
is the deterioration of accuracy with decreasing Mach number.

When looking at Figure 3a, where the lines of constant static pressure of the
solution obtained with the original scheme are plotted, it is hard to believe that
the residual has fallen by four orders of magnitude, which is sufficient for obtaining
interpretable, physical results in most other cases. In fact, using in total 16750
iterations and thereby driving the residuals to machine zero, results in a significant
change of the solution, Figure 3b.

On the contrary, the solution of the preconditioned scheme depicted in
Figure 3e, remains unchanged after the residual has fallen by three orders of mag-
nitude. The obtained flow field is the expected one, except for the wiggles in the inlet
and outlet area of the solution. These wiggles are due to the fact that the solution
there does not change within the first six decimals, wherefore random distributed
round-off errors come into play when the isolines are constructed.

When comparing the Mach number distributions obtained with the different
schemes, Figure 3d and Figure 3f, it is apparent that the original scheme is much
more diffusive than the preconditioned scheme, since the former produces a long tail
after the Bump with reduced Mach numbers in the solution. When zooming in at the
flow field over the bump, Figure 3g–j, it becomes evident that accuracy of the solution
scheme is only preserved at low Mach numbers when preconditioning is used.

6.2. 1.5 stage low-speed test rig
In order to verify that the presented scheme is able to simulate low-speed

multistage turbomachinery efficiently, we now consider the simulation of the flow
in a 1.5 stage axial air turbine, where the Mach number ranges from Ma = 0.05−0.15
in the main flow. It will be shown that on coarse grids the secondary flow effects are
only captured when preconditioning is used.

The turbine considered is operated in a test rig at the Ruhr-Universität Bochum
where extensive steady-state measurements have been carried out [24]. It consists of
two identical stator blade rows and a rotor with a labyrinth seal on the shroud in
between. Figure 4a shows a meridional view of the turbine and its measurement
planes. An azimuthal cut through the turbine with midspan velocity triangles and
definitions of the flow angles are shown in Figure 4b. The test rig is operated at
peak efficiency condition (design condition) with a rotor speed of n= 500rpm. At two
different clearance heights s= 1mm (s/D= 0.07%) and s= 3mm the flow fields in the
planes M1, M2 and M3 were measured with a pneumatic 5-hole probe at defined inlet
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(a) static pressure (NonPC), Res = 10−4 (b) static pressure (NonPC), Res = 0.5 ·10−6

(c) Mach number (NonPC), Res = 10−4 (d) Mach number (NonPC), Res = 0.5 ·10−6

(e) static pressure (PC), Res = 10−4 (f) Mach number (PC), Res = 10−4

(g) Mach number (NonPC), Res = 0.5 ·10−6 (h) Mach number (PC), Res = 10−4

(i) static pressure (NonPC), Res = 0.5 ·10−6 (j) static pressure (PC), Res = 10−4

Figure 3. Mach number and static pressure contours of the flow calculated in the subsonic
Ni-Bump test case (Mais = 0.037) using the preconditioned (PC)

and the non-preconditioned scheme (NonPC)
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and outlet conditions in M0 and A1, respectively. A detailed description of the test
rig and the measurements carried out in Bochum can be found in [33]. Since leakage
flow effects are beyond the scope of this paper, we were not modeling the labyrinth
seal. We will therefore compare the computational results with the measurements for
the clearance height of 1mm, since in this case the leakage flow effects are minimal.

(a) (b)

Figure 4. Turbine geometry; (a) measurement planes; (b) blading and angle definitions

The 1.5 stage axial turbine was discretized using a block-structured grid. In
Figure 5 the block topology and the positions of the mixing planes are shown. The
numerical grids used consist of 235000 grid points in total; the first stator was
discretized using 61×25×33 nodes.

Figure 5. Block topology and the position of the mixing planes

The first simulation was performed using the preconditioned scheme described
in this paper until the residuals had fallen by three orders of magnitude on the finest
grid level and the mass flow rates had reached constant values. With CFL=2 and
k(4) = 0.05, using four multiple-grid levels and an impulsive start, convergence was
achieved within 9000 iterations, see Figure 6a for the convergence history. Using the
flow field obtained with the preconditioned scheme as an initial solution the flow
field was also calculated with the original scheme with the same parameters of the
dissipation scheme and an unaltered CFL number.

As seen by Figure 6b the original scheme needs 16000 iterations in order to
achieve a residual drop by three orders of magnitude. Apparently, the preconditioned
scheme is not only converging faster but also more smoothly.

In Figure 7a and Figure 7b the static pressure contours of the solution computed
with the preconditioned (PC) and the original scheme (NonPC) are plotted in the
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(a) (b)

Figure 6. Convergence history: (a) impulsive start with the preconditioned scheme using four
multiple-grid levels; (b) original scheme where the converged solution obtained with the

preconditioned scheme was used for initialization

azimuthal plane at midspan, respectively. Details of this plots are shown in Figure 8.
The original scheme produces unphysical wiggles in the solution, especially at the
leading edges of the blades. Further, the isobars of the computed flow field are not
perpendicular to the boundary layers.11 In contrast to this, the preconditioned scheme
produces smooth and physical solutions in all regions of the flow. Furthermore, from
Figure 8c it is apparent that the boundary conditions for the preconditioned scheme
are non-reflecting.

In Figure 9 the calculated circumferentially averaged velocities and yaw angles
are compared to measurement data. As seen by the circumferentially averaged axial
velocities, both the preconditioned scheme and the original one are underpredicting
the axial velocities. While a mass flow of 13.04kg/s was measured, the preconditioned
scheme predicts a mass flow of 12.4kg/s, whereas in the simulation with the original
scheme a mass flow rate of 12.0kg/s was obtained. Since circumferentially averaged
yaw angles in M1 are predicted well by both schemes, the averaged circumferential
velocities are consequently also underpredicted.

The measured circumferentially averaged velocities in M2, depicted in Figure 10,
reveal that there is a reduced mass flow in the hub region of the rotor, since the hub-
side passage vortex causes an overturning of the main flow. While the preconditioned
solver captures the tendencies of the secondary flow, the original scheme completely
fails to reproduce the secondary effects. Further, with the exception of flow in the
casing region in M2, were the rudimentary leakage flow is entering the main flow,
the preconditioned solver predicts the averaged circumferential velocities fairly well.
Conformal with the findings of [40], we know from previous results [41] that by using
enough grid points and lowering the artificial damping parameter k(4), some of the

11. Previous work showed that using finer grids leads to sleeker isobars in the main flow. However,
the use of finer grid does not alleviate the problem of solution decoupling in the boundary layers,
on the contrary. With a finer discretization of the boundary layer, the Mach number of the points
nearest to the wall is decreasing, whereby the low Mach number deficiencies in the neighbourhood
of the wall becomes pronounced.
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(a) PC

(b) NonPC

Figure 7. Lines of constant pressure computed with the preconditioned (PC)
and the original scheme (NonPC)
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(a) PC (b) NonPC

(c) PC (d) NonPC

Figure 8. Lines of constant pressure computed with the preconditioned (PC)
and the original scheme (NonPC)

deficiencies of using a compressible code for low Mach numbers flows can be dimin-
ished. However, the use of 3.2 million grid points as in [41] instead of the 235000 grid
points used here, is not practicable when also taking into account that the original
scheme exhibits a slower convergence rate. The results presented here clearly show
the need for preconditioning when simulating low Mach number flow in multistage
turbomachinery.
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Figure 9. Circumferentially averaged velocities and yaw angles over the relative channel
height h/H in the measurement plane M1 (30mm behind stator I)

6.3. Isolated vane

The preconditioning method described in the previous chapter was first used
with the original boundary conditions for the unscaled Navier-Stokes equations.
However, as previously noted, this was often leading to instabilities in the vicinity
of the inlet boundaries, outlet boundaries, and the mixing planes. In order to
demonstrate the effectiveness of the novel boundary treatment at low Mach numbers,
in the following the results from the simulations of the flow through the second stator
row of the test rig considered in Chapter 6.2 using different boundary conditions
will be presented. To be concrete, the original quasi-three-dimensional, non-reflecting
boundary treatment is compared with the corresponding boundary treatment for the
preconditioned Navier-Stokes equations. The latter boundary conditions were also
used without applying the non-reflecting correction, thereby basing this boundary
treatment on the averaged characteristics only.

As boundary conditions an inlet total pressure of 1013mbar and an outlet
static pressure of 1000mbar were specified. The difference of 13mbar corresponds
approximately to the pressure difference over the second stator of the last test case.
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Figure 10. Circumferentially averaged velocities and yaw angles over the relative channel
height h/H in the measurement plane M2 (30mm behind rotor)

The calculations were run on a grid consisting of 49×25×33 grid points. The
flow solver was run with CFL=2.0, k(4) = 0.05, and εpgr = 1.0 while using three
multiple-grid levels for convergence acceleration. As a switching criterion from one
multigrid level to the next, a relative residual drop by two orders of magnitude was
chosen.

The computations with boundary conditions based on the one-dimensional
characteristics of the preconditioned scheme diverged at the finest grid level. In order
to increase the robustness of the scheme the parameter εpgr was raised to εpgr = 10.0.
This did not lead to instability, but the residual stagnated after a drop by 2.5 orders
of magnitude on the finest grid level. In Figure 11a the calculated flowfield is depicted.
It reveals unphysical reflections at the boundaries.

The original boundary conditions did not lead to instability, but with εpgr = 1.0,
the residual did not decrease at all at the coarsest grid level. Setting εpgr to εpgr = 10.0
led to a residual drop by 1.5 orders of magnitude on the finest grid level. From the
computed flowfield in Figure 11b the reason for the inhibited convergence can be
seen: The lines of constant pressure are wiggling at the boundary, revealing a poor
boundary treatment. The deficiency in the boundary treatment is dependent on the

tq0106j7/172 26I2002 BOP s.c., http://www.bop.com.pl



A Preconditioned Scheme for Computation of Turbomachinery Flow 173

(a) ∆p= 13mbar
(1D-PC-BC)

(b) ∆p= 13mbar
(Q3D-NonPC-BC)

(c) ∆p= 313mbar
(Q3D-NonPC-BC)

(d) ∆p= 13mbar
(Q3D-PC-BC)

Figure 11. Lines of constant pressure of the computed flow fields using
different boundary conditions
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Mach number. By lowering the outlet pressure to 700mbar (Mais = 0.6), the solution
converged and the original boundary condition seemed to be non-reflecting for this
case, cf. Figure 11c.

When using the novel boundary conditions the residuals dropped by three
orders of magnitude and a physical flow field was obtained for both εpgr = 1.0 and
εpgr = 10.0. In Figure 11d the isolines of the static pressure calculated with εpgr = 1.0
are depicted. When accumulating the residual drops of all levels, the residual dropped
7 orders of magnitude in total.

The problems encountered when a reflective or a non-consistent boundary treat-
ment is used, are getting even worse when lowering the Mach number. Furthermore,
since setting εpgr to a value greater than unity is nothing else than taking the pre-
conditioning back, the presented results show that the new boundary conditions are
indispensable, when low Mach number flow is to be computed.

7. Conclusions
A preconditioned solution scheme for the computation of compressible flow in

turbomachinery at arbitrary Mach numbers was presented. The governing equations,
the finite volume discretization and the solution scheme were described and details of
the preconditioning method were given. Since preconditioning changes the character-
istics of the governing equations, a modification of the original quasi-three-dimensional
non-reflecting boundary conditions according to Giles and Saxer was necessary. A
derivation of the appropriate boundary conditions for the presented preconditioned
scheme was performed for general equations of state. The resulting equations and
the main aspects of the novel boundary treatment derived and implemented in the
solution scheme were given.

To demonstrate accuracy and efficiency of the method several test cases were
presented. Varying the isentropic Mach number in the Ni-Bump test case from 0.013 to
0.85 showed that with preconditioning Mach number independent convergence rates
can be obtained. While preconditioning does not impair the shock capturing property
of the original solution scheme, the accuracy of the solution scheme is preserved at
low Mach numbers only when preconditioning is used.

In the second test case the turbulent flow in a 1.5 stage low-speed test rig
was computed. Without the use of preconditioning unphysical wiggles in the pressure
field were observed. On the coarse grid used, the original scheme completely failed
to reproduce the secondary flow effects measured, whereas the preconditioned solver
captured the tendencies of the secondary flow effects and produced smooth solutions
in all regions of the flow.

In the last test case the flow through an isolated vane using different boundary
conditions in conjunction with the preconditioned scheme was simulated. The original
boundary conditions developed for the unscaled Navier-Stokes equations could be
used in the case of an isentropic Mach number of Mais = 0.6. However, the use of
these unmodified boundary conditions led to instabilities and an unphysical pressure
distribution in the vicinity of the boundaries at low Mach numbers. Obviously, the
original boundary treatment can only be used at compressible flow conditions, where
the preconditioned equations turn to the physical ones. The benefit of the novel
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boundary conditions presented in this paper is given by the fact that they were the
only ones that led to stable integration and non-reflecting boundaries over a broad
Mach number range.
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8. Appendix
8.1. Left and right eigenvectors (1D)

For the one-dimensional case with kx/ω= 1, ky = 0, kz = 0 and %′T = %T , h′p = 1−
%hp, h′T = hT the eigenvector matrices L= (l1,l2,l3,l4,l5)T and R= (r1,r2,r3,r4,r5)
of the matrix ǍΓ defined in Equation (29) are given by

L=


−1−%hp

%hT
0 0 0 1

0 0 1 0 0
0 0 0 1 0
1 %(u′′0 +c′′) 0 0 0
1 %(u′′0−c′′) 0 0 0

, R=


0 0 0 c′′−u′′0

2c′′
c′′+u′′0

2c′′

0 0 0 1
2%c′′ − 1

2%c′′

0 1 0 0 0
0 0 1 0 0
1 0 0 1−%hp

%hT

c′′−u′′0
2c′′

1−%hp
%hT

c′′+u′′0
2c′′

. (74)

The scaled velocities u′′, u′′0 and c′′ are defined as:

u′′=
1
2
u(1+

d

d′
),

u′′0 =
1
2
u(1− d

d′
),

c′′=
1
2

√
u2(1− d

d′
)2 +4

%hT
d′

=
√
u′′0

2 +c′2,

(75)

with the quantities d and d′ given in Equation (7). The left eigenvectors li, i= 1,2,...,5
and right eigenvectors ri, i= 1,2,...,5 are defined by

(li)T (ǍΓ−ωiI) = 0 and (ǍΓ−ωiI)ri = 0, (76)

respectively. With the eigenvalues

ω1,2,3 =u, ω4,5 =
1
2
u

(
1+

d

d′

)
± 1

2

√
u2

(
1− d

d′

)2

+4
%hT
d′

(77)

the eigenvectors are sorted according to the convention that the first four always
correspond to positive eigenvalues when the axial velocity u is positive:

L=

l1(ω1)T

...
l5(ω5)T

, R= (r1(ω1),...,r5(ω5)). (78)

These matrices are valid for general equations of state including the incompressible
case with %= const. and d= 0. Note that in the case of no preconditioning, d= d′,
from which u=u′′, u′′0 = 0, and c′′= c follows.
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