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Abstract: This paper concerns fuzzy neural networks and fuzzy inference neural networks, which are
two different approaches to neuro-fuzzy combinations. The former is a direct fuzzification of artificial
neural networks by introducing fuzzy signals and fuzzy weights. The latter is a representation of fuzzy
systems in the form of multi-layer connectionist networks, similar to neural networks. Parameters of
membership functions (centers and widths) play the role of neural network weights. In this paper,
fuzzy inference neural networks with fuzzy parameters are considered. Neuro-fuzzy systems of this
kind utilize both approaches: fuzzy neural networks and fuzzy inference neural networks. They also
pertain to fuzzy systems of type 2 since membership functions with fuzzy parameters characterize
type 2 fuzzy sets. Various architectures of these networks have been obtained for fuzzy systems
based on different fuzzy implications. By analogy with fuzzy inference neural networks with crisp
parameters, methods of learning fuzzy parameters and rule generation can be derived for neuro-
fuzzy systems with fuzzy parameters. Fuzzy inference neural networks are studied in the framework
of fuzzy granulation. In particular, fuzzy clustering as fuzzy information granulation is proposed to
be applied in order to generate fuzzy IF-THEN rules. Applications of fuzzy inference neural networks
are also outlined.

Keywords: neuro-fuzzy systems, fuzzy neural networks, fuzzy inference neural networks, fuzzy
systems of type 2, fuzzy granulation

1. Introduction

Different approaches to neuro-fuzzy combinations have been considered in the
literature [1, 2]. Direct fuzzification of neural networks by introducing fuzzy signals
and fuzzy weights have been proposed in [3–6]. Neuro-fuzzy systems of this kind are
called fuzzy neural networks (see also [7]). Their architectures are exactly the same
as the connectionist multi-layer architectures of artificial neural networks [8], but
they are fuzzy, as their connection weights as well as input and output values are
fuzzy numbers. Other neuro-fuzzy systems, known as fuzzy inference neural networks,
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8 D. Rutkowska and Y. Hayashi

are widely studied in the literature [9–12]. These are connectionist networks that
represent fuzzy systems [13–15] in the form of multi-layer architectures, analogous
to artificial neural networks. Instead of classical artificial neurons, the processing
elements (nodes) of fuzzy inference neural networks perform various functions, for
example, membership functions and the functions of T -norm or S-norm (T -conorm)
operators. The architectures correspond to the type of fuzzy inference realized by the
fuzzy systems represented by the networks.

The above mentioned connectionist fuzzy inference neural networks are not, in
fact, fuzzy. The parameters of these networks that play the role of neural network
weights, as well as input and output values, are crisp (not fuzzy) numbers. In this
paper, fuzzy inference neural networks with fuzzy parameters are proposed, by analogy
with fuzzy neural networks, which are neural networks with fuzzy weights. This
approach can be viewed as a combination of both fuzzy inference neural networks
and fuzzy neural networks. The neuro-fuzzy systems of this kind can be considered as
the connectionist representation of fuzzy systems of type 2, since the fuzzy parameters
refer to fuzzy sets of type 2, as defined in [16]. The crisp parameters of classical fuzzy
inference neural networks are typical parameters (centers and widths) of fuzzy (type
1) sets introduced in [17].

2. Fuzzy neural networks

Fuzzy neural networks, with fuzzy signals and fuzzy weights, have the same
connectionist forms as the corresponding classical multi-layer neural networks, where
signals and weights are fuzzy numbers, usually triangular fuzzy sets. Neurons, which
are processing elements in these networks, realize the same operations in both classical
neural networks and fuzzy neural networks. They multiply signals by corresponding
weights and add up the results. Transfer functions then change the results of this
linear operation to neuron outputs. The transfer functions are most often sigmoidal
functions.

Figure 1 illustrates a fuzzy neural network with one hidden layer. Of course, the
network can contain more hidden layers, in addition to the input and output layers.

Figure 1. Fuzzy neural network
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Fuzzy Inference Neural Networks with Fuzzy Parameters 9

The input layer in Figure 1 includes n input neurons which only transmit input signals
to their outputs, so they perform the identity function marked as I. Other neurons
realize the transfer function denoted as F . In Figure 1, there are ω neurons in the
hidden layer and m neurons in the output layer. The fuzzy weights associated with
the connections between the input and the hidden layers are wi,j , where i= 1, .. . ,n
and j=1,. .. ,ω. The fuzzy weights between the hidden and output layers are denoted
as νj,l, where l=1,. . .,m.

There are basically two ways of computing output signals in fuzzy neural
networks. One of them uses the extension principle introduced by Zadeh [17, 16],
while another employs α-cuts and interval arithmetic (see [1] for details). Thus, fuzzy
neural networks can be trained by means of a fuzzified version of the back-propagation
algorithm, which is widely used for classical neural networks [8]. In [3–6], direct
fuzzification of the back-propagation algorithm, called the fuzzified delta rule, has
been applied. Methods of learning fuzzy neural networks are also described in [1].

3. Fuzzy inference neural networks

As mentioned in Section 1, fuzzy inference neural networks realize the inference
process performed by a fuzzy system represented by a neuro-fuzzy connectionist
architecture. A general form of multi-layer architecture is shown in Figure 2. This
architecture reflects the mathematical formula that describes a fuzzy logic system
with a singleton fuzzifier and a discrete form of the COA defuzzifier (center of area
defuzzification method). This formula, which expresses the crisp output, ȳ, in the
function of the crisp input, x̄, is derived in [11, 12].

The first layer of the architecture portrayed in Figure 2 includes elements which
refer to the antecedent fuzzy sets, i.e. the fuzzy sets in the antecedent part of the fuzzy
IF-THEN rules used by the fuzzy logic system. These rules have the following form:

Rk : IF x is Ak THEN y is Bk, (1)

Figure 2. General form of neuro-fuzzy architecture
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where x= [x1,. . .,xn]T ∈X⊂Rn and y ∈Y⊂R are linguistic variables corresponding
to the input and output of the system, Ak =Ak

1
×···×Akn and B

k are fuzzy sets in
the antecedent and consequent parts of the rules, respectively, for k=1,. . .,N , and N
denotes the number of rules in the rule base.

If x1,. .. ,xn are independent variables, then the rule base (1) can be written as
follows:

Rk : IF x1 is Ak1 AND. ..AND xn is A
k
n THEN y is B

k. (2)

Rule bases (1) and (2) refer to the MISO (multi-input, single-output) system. It
is sufficient to consider this case, because results obtained for this kind of fuzzy
(neuro-fuzzy) system can easily be extended to the MIMO (multi-input, multi-output)
system.

Fuzzy IF-THEN rules (1) are interpreted as fuzzy relations Ak→ Bk, which
are often called fuzzy implications. However a rationale for the latter name concerns
only a fuzzy system based on a genuine implication in the logical sense, not systems
based on the Mamdani approach, which are most often applied and considered in the
literature [9, 14, 15]. In both kinds of systems, those based on the Mamdani and logical
approaches, the inference process is performed according to the compositional rule of
inference [16]. This is done using a fuzzy relation (implication) and the input fuzzy
set which is generally a singleton. The second layer in Figure 2 refers to the inference
process carried out by individual IF-THEN rules. Applying a singleton fuzzifier means
that the input fuzzy sets are characterized by membership functions which take the
value equal to 1 for the crisp input, x̄= [x̄1,. . .,x̄n]T ∈Rn, and the value equal to 0
when the input values differ from x̄. In this case, the membership function of a fuzzy
set inferred by an individual IF-THEN rule equals to the membership function of the
fuzzy set Ak→Bk for x= x̄. Thus, the elements of the inference layer in Figure 2
perform these membership functions for k=1, . .. ,N .

The third layer of the network shown in Figure 2 is the aggregation layer. It
contains the elements which realize the S-norm or T -norm operation, depending on
whether the Mamdani or logical approach is employed. In the former approach, the
S-norm operator is used in order to aggregate the fuzzy sets inferred by the individual
IF-THEN rules. In the latter approach, the T -norm operator is applied, resulting in
an aggregated output fuzzy set. Usually, the max and min operators are chosen as
the S-norm and T -norm, respectively. The proper name for an S-norm is a T -conorm,
however the name of S-norm is often used [18].

The last part of the multi-layer architecture, called the defuzzification layer,
reflects the defuzzifier which maps fuzzy sets in Y ⊂ R to crisp points in Y. As
mentioned earlier, the discrete form of the COA defuzzification method has been
employed. This kind of defuzzifier is described by the following equation:

ȳ=

N
∑

k=1

ȳkB′
(

ȳk
)

N
∑

k=1

B′(ȳk)
, (3)

where ȳ is the crisp output value of the system, ȳk is the center of the membership
function of fuzzy set Bk, that is the point with the maximal value of this membership
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Figure 3. Neuro-fuzzy architecture of a system based on the Mamdani approach

function, B′ is the aggregated fuzzy set, and – in this formula – the same notation is
used for the membership function of B′.

Figure 3 illustrates a special case of the general neuro-fuzzy architecture
presented in Figure 2, for a system based on the well-known Mamdani approach
to fuzzy inference. The first two layers in the network depicted in Figure 3 correspond
to the antecedent layer in Figure 2. The last two layers in Figure 3 constitute the
defuzzification layer portrayed in Figure 2. Assuming that each layer includes the
same kind of elements (nodes, neurons), the defuzzification layer in Figure 2 actually
consists of the two layers shown in Figure 3. There are two classical linear neurons in
the first defuzzification layer and only one element performing the division operation
in the last layer. The defuzzification layers reflect formula (3).

The first part of the fuzzy inference network illustrated in Figure 3 refers to
fuzzy IF-THEN rules (2). The elements of the first layer realize the membership
functions of the antecedent fuzzy sets Ak

1
,. .. ,Akn, for k = 1, . .. ,N . The Gaussian

membership functions are marked in Figure 3, however other types, e.g. triangular
functions, can be applied. The next layer contains the elements which perform the
min or product operation, depending on the operation chosen to realize the Cartesian
product Ak

1
×···×Akn.

The architecture of the network portrayed in Figure 3 is determined in [9],
assuming a singleton fuzzifier and CA (center average) defuzzification method. This
neuro-fuzzy architecture represents a fuzzy logic system based on the Mamdani
approach. The system of this kind employs the min or product operation as the
fuzzy relation Ak → Bk and refers to the Mamdani or Larsen rule of inference,
respectively. Using these simple operations and the assumption that the consequent
fuzzy sets, Bk, for k=1, .. .,N , are non-overlapping, it is easy to obtain the network
depicted in Figure 3 from the general architecture shown in Figure 2. For details,
see [11, 12].
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4. Implication-based neuro-fuzzy architectures

In Section 3, a special case of fuzzy inference neural networks, derived from
the general neuro-fuzzy architecture illustrated in Figure 2 has been described. This
network represents a fuzzy logic system based on the Mamdani approach. Employing
various logical implications to the neuro-fuzzy systems in the form of architecture
shown in Figure 2, different multi-layer networks for systems based on the logical
approach can be determined. Architectures of this kind are described in [11, 12].
These architectures differ with respect to the inference layer. The architectures are
simpler for non-overlapping consequent fuzzy sets (NOCFS) and more complicated
when the overlapping consequent fuzzy sets (OCFS) are considered. The inference
layers contain the elements that realize the min and product operations, as well as
others, e.g. negation, max, summation. Simpler networks have only one inference
layer, the more complex architectures include several layers of different elements.

Figure 4. An example of neuro-fuzzy architecture based on logical approach

Figure 4 portrays the neuro-fuzzy architecture of a system based on the
Kleene-Dienes group of implications, in the case of NOCFS. According to [11], the
following implications are examples of those belonging to the Kleene-Dienes group of
implications: Kleene-Dienes, Łukasiewicz, Reichenbach, stochastic, Dubois-Prade, and
Fodor. Fuzzy inference systems based on these implications have the same multi-layer
architecture, shown in Figure 4, in the NOCFS case. However, the OCFS neuro-fuzzy
architectures are different for each implication from this group. For details, see [11, 12].

The architecture depicted in Figure 4 represents a system described by the
following equation:

ȳ=

N
∑

k=1

ȳk
N

T
j=1

j 6=k

(

1−Aj(x̄)
)

N
∑

k=1

N

T
j=1

j 6=k

(

1−Aj(x̄)
)

, (4)

where T denotes the T -norm operator of N arguments, usually chosen as the min
or product operator, and Aj(x̄) is the membership function of fuzzy set Aj , for
j=1, . .. ,N , at the point x̄, so (1−Aj(x̄)) is the value of the membership function of
the negation of fuzzy set Aj at the point x̄. The negation operation is performed by
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the elements of the second layer of the architecture illustrated in Figure 4. Formula (4)
is derived in [11, 12].

Both kinds of fuzzy inference neural networks, those based on the Mamdani
and logical approaches, can be trained in a way similar to that of applied to classical
multi-layer neural networks, i.e. using the idea incorporated into the back-propagation
learning algorithm (see e.g. [8]). This idea comes from the steepest descent optim-
ization method [19] and can also be used in order to find or tune parameters of
the neuro-fuzzy systems. In this way, the recursive procedures, analogous to those
applied for adjusting weights in neural networks, constitute learning algorithms for
the particular neuro-fuzzy architectures. However, it is not necessary to determine
these mathematical expressions for each neuro-fuzzy system. It is possible to perform
this kind of learning based on the architecture, without knowing the recursive for-
mulas [20]. The FLiNN software [21, 22] is an example of a computer program which
realizes the learning of this type. This program creates the architecture composed
of the elements, properly connected. Then, it conducts the error back-propagation
through the elements of the network in such a way that each element propagates the
error signal from its output to the outputs of the elements in the preceding layer. This
method allows to find weights of a classical artificial neural network or parameters
(centers and widths of membership functions) of a fuzzy inference neural network.

5. Fuzzy sets and fuzzy systems of type 2

The fuzzy sets defined by Zadeh in [17] are characterized by membership
functions which associate with each point (member of the fuzzy set) its grade of
membership, expressed by a real number in the interval [0,1]. In this case, the
membership grades are precise (crisp) numbers. These fuzzy sets can be called fuzzy
sets of type 1. The concept of a type 2 fuzzy set, as well as higher type fuzzy sets, was
introduced by Zadeh [16] to deal with situations where uncertainty can exist about
the membership grades themselves. A type 1 fuzzy set is a special case of a type 2
fuzzy set. The definition formulated in [23] states the following: A fuzzy set of type 2
is defined by a fuzzy membership function, the grade (that is, fuzzy grade) of which is

a fuzzy set in the unit interval [0,1], rather than a point in [0,1].
An interested reader can find more detailed, formal explanations concerning

fuzzy sets of type 2 in the literature [23–25].
According to the definition proposed in [16], the membership function of a fuzzy

set of type 1 ranges over the interval [0,1], the membership function of a fuzzy set
of type 2 ranges over fuzzy sets of type 1, the membership function of a fuzzy set of
type 3 ranges over fuzzy sets of type 2, etc., for fuzzy sets of type 4, 5, .. ..

Interval type 2 sets, which are the simplest kind of type 2 fuzzy sets, have also
been considered in the literature [26–28].

To define operations on fuzzy sets of type 2, it is natural to make use of the
extension principle and interval-valued membership functions (see [16]). More details
with regard to operations on type 2 fuzzy sets can be found in [29].

Fuzzy sets of type 2 have been applied to fuzzy systems (see e.g. [30–32]). In
order to simplify the computations concerning the inference performed by the system,
we can assume that secondary fuzzy sets are interval sets [32]. In this case, values of the
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(a) (b)

Figure 5. Gaussian membership functions with interval type fuzzy parameters

secondary membership functions are either one or zero. Figure 5 illustrates a Gaussian
membership function of this type.

Figures 5a and 5b show a Gaussian membership function with fuzzy (interval)
center and width, respectively. The center can vary from x̄ki1 to x̄

k
i2
, and width from σki1

to σki2 . The narrow area between two Gaussian functions, in both figures, represents
the uncertainty of the parameters.

6. Fuzzy inference neural networks with type 2 fuzzy sets

Fuzzy neural networks, considered in Section 2, are neural networks with fuzzy
weights and signals. They can be trained using a fuzzified version of the classical back-
propagation learning algorithm. The fuzzy inference neural networks described in
Sections 3 and 4 are not, in fact, fuzzy networks. Their architectures contain elements
that process crisp (real-valued) signals and are characterized by crisp parameters. The
main difference between weights of classical neural networks and parameters of fuzzy
inference neural networks is that the latter can be interpreted as centers and widths
of membership functions. Thus, the knowledge is in the form of IF-THEN rules, while
the knowledge of classical neural networks is stored in their weights and does not
explain the network performance unless the rules are extracted from the network.

In this paper, fuzzy inference neural networks in the form of various multi-
layer architectures are treated analogically to fuzzy neural networks, by introducing
fuzziness to their parameters. Thus, the elements of the first layer of these architec-
tures realize membership functions with fuzzy parameters (centers and widths), which
means that fuzzy sets of type 2 are used (see Section 5). An example of membership
functions of this type is shown in Figure 5. The consequent fuzzy sets can be of type 1
or type 2. When the fuzzy system is applied to a control problem, the latter case can
be considered, however the former is suitable for most of the classification tasks.

Since fuzzy inference neural networks represent fuzzy logic systems with a fuzzi-
fier (singleton) and a defuzzifier (COA or CA), we can assume that the inputs are
crisp values. However, if the parameters are fuzzy, the output values are also fuzzy.
Therefore, another defuzzification is required for the fuzzy output of the network. It is
worth mentioning that in type 2 fuzzy logic systems [31], apart from a defuzzifier, the
so-called type-reducer is employed in order to reduce the output fuzzy set of type 2
to a fuzzy set of type 1. The simplest method that we can propose is to take centers
of the fuzzy outputs as the corresponding crisp outputs. This means that the crisp
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values with the highest membership grades are considered as the outputs of the sys-
tem. Other methods of type-reduction can be found in [31]. Figure 6 portrays a fuzzy
inference neural network (with type 2 fuzzy sets) that corresponds to a fuzzy logic
system with a fuzzifier and a defuzzifier. A type-reducer is added to the network.

Figure 6. Fuzzy inference neural network with a type-reducer

In type 2 fuzzy logic systems, a type-reducer can be included before a defuzzi-
fier [31] or the type-reduction is an extended version of a type 1 defuzzification method,
by use of the extension principle [16, 17]. This operation is called type-reduction, as it
reduces the type of the output fuzzy set (from type 2 to type 1). It is worth emphas-
izing that in many applications the type-reduced set is more significant than a single
crisp output value since it conveys a measure of uncertainties in the type 2 fuzzy
system [32].

7. Learning methods of fuzzy parameters

As mentioned in Sections 2 and 6, fuzzy neural networks can be trained using
fuzzified versions of the algorithms employed as learning methods for classical neural
networks, e.g. the back-propagation algorithm. Fuzzy arithmetic can be applied to
fuzzify the classical learning methods.

In order to train fuzzy inference neural networks, recursive learning formulas
can be derived from the steepest descent optimization method, resulting in algorithms
similar to those of the back-propagation method of learning neural networks [33].
Since the classical back-propagation algorithm can be fuzzified, it seems obvious
that fuzzified versions of the recursive procedures for learning fuzzy inference neural
networks can be determined in the similar way. However, as emphasized in Section 4,
it is not necessary to know these procedures. It is possible to train neural networks as
well as fuzzy inference neural networks based on their multi-layer architectures. Thus,
instead of formulating mathematical recursions corresponding to the fuzzified learning
algorithms, we can use fuzzy arithmetic in order to propagate signals (errors) through
the elements of the architectures with fuzzy parameters, according to the idea of the
steepest descent and back-propagation methods. First of all, a library of the basic
elements that are components of various networks should be created. It is important
that every element “knows” how to propagate the fuzzy signals from its inputs to
the output and from its output to the outputs of the elements in the preceding layer.
With this library of the elements, it may be possible to employ this kind of learning
to various architectures with fuzzy parameters. Of course, a fuzzified version of the
software that works similarly to the FLiNN program [21] must be developed.

Competitive learning, proposed in [34], can also be used in order to train fuzzy
inference neural networks. The FLiNN software may be employed to perform this
kind of learning. Competitive learning is applicable to the first layer, which is the
same in every architecture. Figure 7 shows the elements of this layer, assuming that
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Figure 7. First layer of inference neural networks

Gaussian membership functions are applied and the Cartesian product is defined by
the product operation.

The elements of the second part of Figure 7 which realize Gaussian membership
functions can incorporate fuzzy parameters as presented in Figure 5. Using the idea
of competitive learning, values of the membership functions Aj(x̄), for j = 1, . .. ,N ,
at the output of the first layer shown in Figure 7, are taken into account. Then, only
those parameters which correspond to the maximal output value Aj(x̄) are modified
according to the learning algorithm. It is worth emphasizing that the methods which
reduce learning complexity are very important, especially in the case of type 2 fuzzy
sets.

8. Rule generation

The idea of learning discussed in Section 7 can be used in order to adjust fuzzy
parameters of fuzzy inference neural networks, assuming that the rule base in the
form (1) or (2), with the fuzzy sets of type 2, is known. Thus, the learning method
suggested, based on the network architectures, can tune the fuzzy parameters, but
the architectures are constructed using the knowledge base composed of the fuzzy
IF-THEN rules.

Like in the cases of fuzzy inference neural networks with crisp parameters, the
rule base can be given for a problem under consideration, but there are many tasks
for which we have learning data and do not know the rules. Thus, various methods
are developed in order to generate fuzzy IF-THEN rules from numerical data (see
e.g. [35, 36], as well as the survey paper [37]).

We can try to adopt the existing algorithms of rule generation for fuzzy
inference neural networks with fuzzy parameters. Type 2 fuzzy sets have already been
introduced to fuzzy and neuro-fuzzy systems, and to learning methods, for example,
carried out by clustering [38].

Clustering methods can be applied to rule generation, but the number of
clusters, which corresponds to the number of rules, usually needs to be fixed (see
the well-known fuzzy c-means algorithm in [39]). Therefore, some other techniques
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are employed to find the number of rules. Two recently developed algorithms for rule
generation, applicable to fuzzy inference neural networks with crisp parameters, are
described in [11]. These methods combine some ideas incorporated in the classical
clustering algorithms with some heuristic techniques in order to generate the correct
number of IF-THEN rules (see also [40, 41]). As results, we obtain crisp values of
the membership function parameters, which define the fuzzy sets in the rule base. If
necessary, the values of these parameters can be tuned by use of the gradient method
implemented in the FLiNN program (see Section 4).

In order to generate fuzzy IF-THEN rules with fuzzy parameters, we propose
to extend the methods mentioned above so that fuzzy prototypes (e.g. cluster centers
which correspond to the centers of the membership functions) will be determined.
In this case, fuzzy clusters are treated as fuzzy sets of type 2, so fuzzy arithmetic
with operations on type 2 fuzzy sets can be used. Of course, other rule generation
methods may be adopted in a similar way for fuzzy inference neural networks with
fuzzy parameters.

The situation when fuzzy rules are generated from a sequence of input-output
data and then parameters of membership functions are adjusted based on the training
data can be viewed as hybrid learning composed of two stages: rule generation and
parameter tuning (see Figure 8). It is worth mentioning that the FLiNN program can
also generate fuzzy IF-THEN rules by means of the method proposed in [35], then
create the architecture based on these rules and adjust parameters of the membership
functions.

Figure 8. Hybrid learning of fuzzy inference neural networks

9. Fuzzy granulation

According to Zadeh [42, 43], linguistic variables, used in fuzzy IF-THEN rules
(1) or (2), are concomitant with the concept of granulation. In fuzzy logic, granulation
involves a grouping of objects into fuzzy granules, with a granule being a clump
of objects drawn together by similarity. In effect, granulation may be viewed as
a form of fuzzy quantization, which in turn may be seen as an instance of fuzzy
data compression. Values of a linguistic variable may be treated as granules whose
labels are the linguistic values of the variable. The foundation of the theory of fuzzy
information granulation, the basis of computing with words [44, 45], comes from the
concept of linguistic variables and fuzzy IF-THEN rules.

As a matter of fact, the theory of fuzzy information granulation with the
calculus of fuzzy graphs, leads to the concept of computing with words, which involves
manipulation of words rather than numbers. A word is assumed to be a label of a fuzzy
granule, so words may be viewed as forms of fuzzy granulation.
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The concept of a fuzzy graph was introduced in [13], and developed e.g. in [16].
Then, the so-called calculus of fuzzy graphs was considered (see e.g. [43]). The
concept of fuzzy graphs plays a key role in fuzzy logic and is employed in most
of its applications. The theory of fuzzy information granulation also underlines fuzzy
graphs.

A collection of fuzzy IF-THEN rules can be represented by a fuzzy graph. Using
the definition of the intersection of fuzzy graphs [46], the inference process of fuzzy
systems, based on the compositional rule of inference, may be illustrated by means of
fuzzy graphs. A fuzzy graph can portray a relation which corresponds to a collection
of rules as a disjunctive representation of fuzzy points which are Cartesian products
of fuzzy sets.

Figure 9 is an illustration of a fuzzy graph that corresponds to a collection
of fuzzy IF-THEN rules, and vice versa. The fuzzy graph, f∗, approximates the
dependency given by function f which is coarsely described by the rules. Fuzzy
granulation of the domains of variables x and y, where fuzzy granules are the linguistic
values employed in fuzzy IF-THEN rules, constitutes the basis on which the fuzzy
graph is created.

Figure 9. Illustration of a fuzzy graph

The fuzzy graph portrayed in Figure 9 refers to the meaning of an elementary
IF-THEN rule, expressed as follows:

IF x is A THEN y is B→ (x,y) is A×B, (5)

where “→” should be read as “translates into”, and A×B denotes the Cartesian
product of fuzzy sets A and B (see e.g. [11]).

The collection of N fuzzy IF-THEN rules is presented as:

IF x is Ak THEN y is Bk→ (x,y) is
N
∑

k=1

Ak×Bk, (6)

where the summation denotes disjunction.
The Cartesian product Ak×Bk, for k=1, . .. ,N , is treated as a fuzzy point of

the fuzzy graph which is viewed as a disjunctive superposition of the fuzzy points.
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The meaning of fuzzy rules expressed by formulas (5) and (6) refers to the
Mamdani approach. Another interpretation of fuzzy IF-THEN rules, with regard
to the logical approach, based on genuine logical implications, can be found in [46]
and [11].

It is stated in [47] that type 2 fuzzy sets and type 2 fuzzy logic are more suitable
for computing with words than type 1 fuzzy sets and fuzzy logic.

It is easy to notice that clusters produced by clustering methods can be viewed
as granules and fuzzy clusters obtained by fuzzy clustering algorithms are fuzzy
granules. By clustering, we usually mean the partitioning of a collection of objects
(data) into subsets, called clusters, that contain elements with common properties
which distinguish them from the members of the other clusters. Thus, the elements
within each cluster should be as similar to each other as possible and dissimilar from
those of other clusters.

The fuzzy inference neural networks with fuzzy parameters presented in this
paper may be considered in the framework of fuzzy granulation. The concept of fuzzy
graphs can be used in order to illustrate and analyze the inference process performed
by the networks.

It is worth mentioning that neural networks in the framework of granular
computing are studied in [48], where clustering is also regarded as a synonym of
information granulation.

10. Applications

There are many and varied problems which can be solved by the use of classical
neural networks, fuzzy neural networks, fuzzy logic systems and fuzzy inference
neural networks. These problems are usually concerned with function approximation,
classification, control and other applications, e.g. prediction. Expert systems are
created in the form of classical and fuzzy neural networks, fuzzy systems, and neuro-
fuzzy systems [1, 3, 8, 11, 49]. Fuzzy inference neural networks with fuzzy parameters
can thus be applied to the same type of tasks.

In [50] the neuro-fuzzy systems called NEFCON, NEFCLASS, and NEFPROX
are described. These systems have been designed for control, classification and
approximation problems, respectively. Their connectionist architectures are in the
form of a generic fuzzy multi-layer perceptron. These networks have fuzzy weights
and reflect fuzzy IF-THEN rules. The learning algorithms of these systems consist of
two phases: learning fuzzy rules (rule generation) and learning fuzzy sets (parameter
learning). These neuro-fuzzy systems do not employ fuzzy sets of type 2. However, it is
shown in [51] that these systems can be considered as fuzzy inference neural networks
(also with fuzzy parameters). An equivalence between both kinds of the neuro-fuzzy
systems is illustrated, and the concept of type 2 fuzzy neural networks is proposed.
This means that neural or neuro-fuzzy networks of type 2 can be transformed into
their equivalent networks of type 1 (and vice versa). This is very important with
regard to learning methods.

In order to test the systems or networks for control applications, well-known
examples such as the inverted pendulum and the truck backer-upper control problem
are used (see e.g. [9, 11, 22]). Various classification tasks are considered in the
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literature, including the most common IRIS classification (for details see e.g. [11,
39, 52]). Some approximation problems are also illustrated in [11].

As mentioned in Section 6, fuzzy inference neural networks with type 2 fuzzy
sets can be applied to control as well as classification tasks. Of course, these neuro-
fuzzy systems can also solve approximation and other problems. It seems that, in
the case of classification, consequent fuzzy sets of type 1 can be used. However, in
the framework of fuzzy granulation, we can also consider type 2 fuzzy sets in the
consequent part of the rules.

Fuzzy inference neural networks can be applied to various medical diagnosis
problems, in particular, as expert systems (see e.g. [11, 12, 33, 41]). We can expect
some advantages of employing the neuro-fuzzy systems with fuzzy parameters in
medical diagnosis, especially when fuzzy IF-THEN rules are generated from medical
data.

In [53] a medical diagnosis problem is solved by means of a parallel processing
neuro-fuzzy system that employs various fuzzy implications. The results show that
the optimal parameters of fuzzy sets do not need to be crisp but can be fuzzy, which
means that a neuro-fuzzy system of type 2 can be used.

Promising applications of type 2 fuzzy logic systems are observed in [32]. Type
2 fuzzy systems are much more robust to noise than type 1 systems, because they are
suitable for handling uncertainties. They outperform type 1 fuzzy systems in chaotic
time-series prediction. It is believed that type 2 systems may be advantageous over
their type 1 counterparts in the areas of pattern recognition, mobile communications,
data mining, and others.

11. Conclusions

In this paper, fuzzy inference neural networks that represent fuzzy systems
of type 2 are viewed as fuzzy inference neural networks with fuzzy parameters, by
analogy with fuzzy neural networks which are fuzzified versions of classical neural
networks (with crisp weights). Therefore, it is suggested to extend methods of learning
of fuzzy inference neural networks with crisp parameters to the algorithms suitable for
networks with fuzzy parameters. This should be done similarly to the way in which
fuzzified versions of learning methods for fuzzy neural networks have been derived
from the algorithms known for classical neural networks.

On the other hand, it seems that the learning methods used in order to train
networks of type 1 can be employed to the equivalent networks of type 2. As mentioned
in Section 10, an equivalence between the NEFCON, NEFCLASS, and NEFPROX
systems (which are fuzzy neural networks) and fuzzy inference neural networks (which
are in fact not fuzzy networks) is shown in [51]. Thus, instead of using a learning
method appropriate for a system of type 2, we can transform this network to its
equivalent of type 1 and then apply a suitable algorithm to that network.

Apart from parameter learning, rule generation methods for fuzzy inference
neural networks with fuzzy parameters can be proposed based on fuzzy clustering.
The networks are considered in the framework of fuzzy granulation, and fuzzy graphs
can be employed to illustrate fuzzy IF-THEN rules as well as the inference process.
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