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Abstract: The development of knowledge engineering and, within its framework, of data mining
or knowledge mining from data should result in the characteristics or descriptions of objects,
events, processes and/or rules governing them, which should satisfy certain quality criteria:
credibility, accuracy, verifiability, topicality, mutual logical consistency, usefulness, etc. Choosing
suitable mathematical models of knowledge mining from data ensures satisfying only some of
the above criteria. This paper presents, also in the context of the aims of The Committee on
Data for Science and Technology (CODATA), more general aspects of knowledge mining and
popularization, which require applying the rules that enable or facilitate controlling the quality
of data.
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1. Introduction

The concept of building an information society, which was formulated for
the first time in Japan in the 1960s, could have been treated initially as science
fiction, however, towards the end of the previous century it became an important
element of long-term programmes of social and economic development of the most
advanced countries, which was expressed in, among other things, the so-called
Bangemann Report [1]. The reason for this was both the globalisation of eco-
nomic processes and the necessity for taking coordinated international action to
protect the natural environment or to prevent natural disasters. Undoubtedly, the
interests of large corporations and IT companies constituted (and still constitute)
another factor in the development of the information society. A significant body
of literature has been devoted to the historical, social and technical aspects of
the development of the information society, e.g. M. Bazewicz [2], M. Goliński [3],
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R. Jacquart (Ed.) [4], J.L. Kulikowski [5], R. Tadeusiewicz [6] and others. The
rapid increase of the world’s information stores, both in printed and in electronic
form, was followed by the development of technical means and organizational rules
enabling wide access to and the use of these resources. However, there is a general
feeling that these means remain insufficient. The users of information are particu-
larly critical of the lack of relevance of the acquired piece of information and of its
redundancy and of the fact that its credibility, accuracy and topicality, etc., cannot
always be guaranteed. The attempts to reduce the redundancy of information by
compressing data [7, 8], although allowing to substantially decrease the storage
requirements (and at the same time – to economize on material data carriers), do
not solve the problem of semantic redundancy. Nowadays, the latter problem can
be partially solved owing to such techniques as automatic summarization of tex-
tual information [9], document indexing [10], as well as data mining [11–14], and
knowledge mining from data [15–19]. None of these techniques, however, has direct
effect on the quality of information. Here, the term quality of information must
be understood in a multifaceted way, since it encompasses a number of qualities,
which together affect the usefulness of information for the processes of teaching,
researching or decision-making [20, 21]. This paper presents selected problems of
ensuring high quality of input data and of the proper application of models for
their mining, in order assure the high quality of the knowledge extracted from
them.

2. Main directions in knowledge mining from data

Data mining (DM) is defined as a field of IT that deals with methods and
programming means of extracting relevant (from the point of view of a given
user) information stored implicitly in sets of data. Three things deserve particular
attention in this definition: (1) the acquired piece of information should be relevant
from the point of view of a given user (or group of users); (2) this piece of
information is not explicit, and therefore it is accessible only by means of certain
procedures for the analysis of data stored in a database in their original form;
(3) data mining can be concerned with data sets of different kind: formatted (e.g.
tabulated numerical data), partially formatted (e.g. images saved in specified
formats) or unformatted (e.g. texts, music scores, etc.). The term knowledge
discovery in databases (KDD) was coined in the literature in the early 1990s [22]
and is currently understood as organized activities aimed at discovering, in large
data sets, certain data structures, which are objectively there, have not been
recognized before, are practically useful and can be easily interpreted by the
user [15]. The interest in both DM and KDD originated in the context of specific
needs related to managing companies and due to the observation that operational
records of transactions could constitute an important source of information useful
for management. A similar observation can also be made in many other areas,
such as the operation of medical, educational and public facilities as well as in
many fields of experimental research. Such institutions gather data containing
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scattered and hidden information, which can be extracted, processed using modern
computer techniques and then used in practice. The data is stored on a mass scale
and maintained for a long time. From the above definitions it follows that DM
can be an autonomous operation, but it can also constitute a stage preceding
and supporting KDD. In practice, these terms are often treated as synonyms,
which, however, blurs the difference between the range of their respective effects,
for instance, between calculating the value of the covariance coefficient of two
tabulated variables (the result of DM) and determining under what conditions
this covariance is positive and large (the result of KDD).

In practice, DM and KDD can be a part of a wider enterprise, aimed at
e.g. facilitating the operation of a company, taking a specific action, researching
a certain phenomenon, etc. Therefore, a number of methodologies for design-
ing DM and KDD systems for specific needs [18] are described in the literature.
A typical example could be the methodology (proposed by a work team represent-
ing several companies) termed Cross Industry Standard Process for Data Mining
(CRISP-DM) [23]. This methodology distinguishes 6 stages of creating a project,
as shown in Figure 1.

Figure 1. CRISP-DM methodology for designing DM and KDD systems

In this approach, Business understanding means the formulation of user’s
aims and of the requirements related to the DM and KDD system under design.
Data understanding corresponds to gathering and the initial evaluation of the
usability of the data for mining. Data preparation consists in formatting the data
as required by the mining algorithm. Modelling consists in selecting a suitable
algorithm for detecting data structures and evaluating their parameters. Model
evaluation consists in the proper application of the selected algorithms to identify
the structures and to evaluate their parameters, as well as in evaluating the
conformity of the results with the initial assumptions. Finally, Model deployment
consists in the complete implementation of the model, including making it
available to other users. The schema allows for feedback, and thus for iterativeness.
The above-mentioned design stages can also be found (although under different
names) in other methodologies for designing DM and KDD systems, and therefore
CRISP-DM is considered a de facto standard for other, similar solutions [18].
Modified versions of this methodology were also drawn up (CRISP-DM 0.2, CRISP-
DM 2007). The procedures described in the methodologies listed here, prescribe
the order of activities, but not how they should be carried out, e.g., how the
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hidden data structures are to be identified. The latter can be realized in practice
with formal tools such as:

(1) classical set and relation theory;
(2) classical propositional calculus;
(3) analytic geometry;
(4) harmonic analysis;
(5) approximation theory;
(6) mathematical statistics;
(7) fuzzy and rough set theory;
(8) non-classical logics, etc.

The data structures identified using these tools can have the following form:

(1) selected subsets of elements (such as reference objects);
(2) binary or multi-argument relations (similarity, ordering, classification tree
structures, etc.), hyper-relations;

(3) logical implications;
(4) geometric models;
(5) functional dependencies;
(6) harmonic spectra (or other, functional spectra);
(7) histograms and their parameters (averages, variances, moments of higher
order, covariance matrices, etc.), as well as probability distributions that
approximate them, regression functions, etc.;

(8) membership functions of fuzzy sets, fuzzy relations, etc.;
(9) statements formulated in the framework of non-classical logics (multivalued,
modal, relative, temporal, etc.).

3. Ensuring the required data quality

Each of the above DM tools poses specific formal requirements for the
input data extracted from databases. In the methodology of CRISP-DM, the
Data understanding module takes into account the necessity to verify the data
quality; however, it does not specify how to achieve this. Therefore, we must
differentiate between gathering data for the private purposes of institutions and
for the purposes of making them more widely accessible. In the former case, the
given institution can control how data is gathered for its purposes and must bear
the consequences of potential negligence in this respect. In the latter case, the
user has no control over the how the data is gathered and can at best evaluate
the usefulness of the available data for their purposes, whereas the responsibility
of the organization gathering the data and making it public for the consequences
of low data quality is not always clearly specified. When it comes to databases
storing data for science, technology and economy, this problem is subject to
the particular attention of The Committee on Data for Science and Technology
(CODATA), which has its counterparts in over 20 countries (including Poland) and
acts under the patronage of the International Council for Science (ICSU). The aim
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of these organizations is, among others, to create and popularize effective methods
of ensuring high quality of the data gathered and made available for the purposes
of science and technology. Such data which research, medical, and civil service
institutions, etc., gather locally in order to make them available to the public
(e.g. through Internet access), do not necessarily meet the requirements of their
potential users. In general, the following can take place:

(a) the data in the database meet the requirements of semantic correspondence,
accuracy and format, determined by the model for exploring the data
selected by the user;

(b) the data in the database meet the requirements of semantic correspondence
and accuracy, however, their format does not comply with the requirements
of the model;

(c) the data in the database do not meet the requirements of semantic corre-
spondence or accuracy required by the model used for data analysis.

Case (a) allows to apply the given formal model to the analysis of the data.
Case (b) allows this only after data are suitably reformatted. Case (c) precludes
the possibility of data analysis using the given model, since the DM procedures
do not allow to reconstruct the information which does not appear in the data.
Forcible application of such procedures to data that do not meet the model’s
requirements of semantic correspondence and accuracy is a serious methodological
error, and the results of such data mining should not be deemed credible. However,
even case (a) does not guarantee the results of DM to be credible if the source data
themselves are not credible, e.g. due to methodological errors committed before
the data was entered into the database. Such errors can result from the insufficient
representativeness of the gathered experimental materials, errors in the utilized
measuring technique, the inaccuracy of the system for registering and storing data,
etc. To protect ourselves from such errors and their consequences, we must register
not only the data, but also their meta-information, which allows us to verify them
at the source. This can be achieved by storing metadata detailing who, where and
when registered the source data, what selection criteria were used when choosing
the experimental materials, what measuring equipment or method was used, what
methods for the evaluation of the credibility of the measured data were used at
the source (e.g. rejecting outliers), etc. In many cases, however, such metadata are
absent from the data made available by the databases. The effect of low quality
of the input data on the result of DM and KDD varies between models. It is
most visible in the case of deterministic models such as models (1) – (4). Models
(5) – (8), by design, concern the analysis of uncertain, incomplete data or data
known to contain statistical errors, and their results are in principle given together
with error estimates. All DM models are sensitive to hidden systematic errors
resulting from unsuitable evaluation methods, improperly calibrated measuring
equipment, etc. The only and not necessarily available method of detecting (but
not correcting) such errors is to assess their consistency by comparison with
other data or with acceptable ranges of the data values; this also applies to the
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possibility of the user detecting out-of-date data (if it has not been detected via
the use of metadata).

The proper interpretation of the assumptions underlying the applied model
is also crucial for the quality of DM and KDD. Common methodological errors
include:

• uncritical application of statistical models of regression, estimation or ver-
ification of hypotheses suitable for normally distributed random variables
to variables that are evidently not normally distributed (for instance, ex-
hibiting strong asymmetry);
• uncritical application of the methods of object classification based on
distance metrics (e.g. Euclidean, Manhattan, Chebyshev distance) without
regard for dimensional analysis and neglecting the fact that quantities can
be expressed in different units (which has an effect on the relative impact
of different constituents on the classification result);
• improper interpretation of certain models (e.g. interpreting a regression
curve as a cause and effect relationship of a pair of variables, when in fact
they are merely dependent on a third variable).

4. Conclusions

Data mining and knowledge mining from data (or knowledge discovery
in databases) play an increasingly more important role in recovering valuable
information from large sets of data. However, the effective use of such tools
requires observing certain rules and properly selecting and controlling the quality
of input data. This, in turn, necessitates the co-operation of the entities that make
the data available to users.
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